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We are interested in applying discrete optimization
methods to difficult problems

" helps avoiding local minima

» is applicable to wider class of models (non-differentiable,
discontinuous)

Non-Rigid Multi-Modal Image Registration is a well-known carefully studied
problem

Outline

= Review of Maximum Likelihood vs. Mutual Information criteria
» Discretization of deformation field and optimization
"  Experiments



Non-Rigid Multi-Modal Image Registration =
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¢ Example: MRI with different exposure time (simulated [Cocosco et al.-97])

¢+ smooth deformation field d

¢ non-functional signal 0.9l
dependence between '

I(t) and J(d(t)) 0.1
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Bayesian Model @

Statistical model [Roche00: Unifying maximum likelihood approaches

in medical image registration]

model: p(I,d|J;8) = p(I|J,d;0)p(d)

Maximum Likelihood: | (d*,0*) = argmaxp(I|J, d;8)p(d)

d,0
conditional independence of pixels: 1![ p(I(H)|J(d(®)); 6)
p(I(¢)]J,d; 0) = p(L(t)|J(d(t)); ) teh



Empirical Mutual Information @
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Maximum Likelihood: max {mgxlog [ p(I(t)|J(d(t));0) —|—logp(d)}
tEEsz__

ML formulation is equivalent to maximizatiok{an estimate of
mutual information [Roche00, Kim03,...].

const + |[T1|I(ne,.c,)
Let d be fixed

ne, ¢, 1 C1 X C2 — N — counts of matching colors; p(c1, co;0) — unknown;

~

estimate of mutual information: f(ncl,@) = Fl(ncl) s ﬁ](n@) — H(ne, ¢,)

~

estimate of entropy: H(n¢, ¢,) = — D er e ncl’%(jl’CQ) log p(c1, co; 6)

— uses sample mean and ML estimate 6 = argmax [[ p(c1,ca; )12
0 Ci1,C2

cf.. He, e, = — ch,cQ p(c1,co;0)logp(er, ca; )
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Optimization

+  Maximum Likelihood: max [log [T p(I(2)|J(d(t));0) —|—logp(d)}
’ tel

Alternate between d and 6

p(c1,c2;0) — Gaussian mixture with fixed number of components;

ML estimate of @ is similar to Parzen window estimate.

d — field of discrete displacements of small patches:

I dp J
prior in ’;he form: b—// gﬂ
p(d)=~= ] oo (ds,dy) b ok

2 e o ~dv| ]

ML leads to:

d” = argmin [Z qv(dp) — Z log e (db, db’)} — MRF energy
d beB bb'€E minimization



Optimization @
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MRF energy minimization: | d* = argmin [Z qp(dp) + Z q(dp, db/)}
4 “peB bl € 2
1
graph G = (V,€)
labeling d:V+— L AR
parameters ¢

Difficult!

¢ Apply LP-relaxation technique [Schlesinger76, Koster98,
Wainwright03, Chekuri05, KolmogorovQ05...]

LP relaxation is difficult!

¢ Approximate image registration by MRF locally [Glocker et al. 07]
¢ reformulate in fewer labels [Shekhovtsov et al. CVPR'07]




Reformulate with Fewer Labels @
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¢ Standard: for each block a single variable d, €¢ W x H

E(dlq) = a(ds) + Y q(ds,dv) d

bEB bb' € E 7 N0

Cost is encoded on univariate term g(dp) v b

¢+ Decomposed: variables dy; € W and dps € H

E(d|q) = > q(da, dp)

abe Edata Freg

Cost is encoded on pairwise term

I
qp1,62(dp1, dp2)

works only for separable Two layers

regularizers, e.g.: (dg — dp)? = (da1 — dp1)? + (da2 — dp2)?



Experiments
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Alternate optimization converges in several iterations
log likelihood
& O @ - steps
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Experiments @

¢+  Generated deformations and noise 10/11
¢+ Compare deformation filed reconstruction accuracy with Image
Registration Toolkit (ITK) [Rueckert et al.-99, Schnabel et al-01.]
N (0, 0.1%) B(2%) +N(0, 0.1%) | AE — Angular
our ITK our ITK Error, [deg]

AE Mean 0.193 0.14 0.201 0.198

AE Median 0.135 0.0908 0.147 0.135

AE Std 0.199 0172 0.199 0.216 MOD — Magnitude

MOD Meap 0.562 0.419 0.591 0.577 of Difference,

MOD Median | 0.443 0.307 0.484 0.453

MOD Std 0.441 0.382 0.433 0.458 [pX].

I TK is slightly better and works in about the same speed.
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Advantages: Disadvantages:
1) would work for variety of 1) non-monotonous d-optimization
models p(ci|ce;0) steps
2) can potentially represent 2) regularization is difficult to
more complex models (e.g. model with pairwise MRF

deformations with
discontinuities, include
segmentation, etc.)

3) can potentially help
avoiding local minima

Thank You



