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# 1 Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\emptyset$</td>
<td>the empty set [1]</td>
</tr>
<tr>
<td>$\exp U$</td>
<td>the set of all subsets of set $U$ [1]</td>
</tr>
<tr>
<td>$U \times V$</td>
<td>Cartesian product of sets $U$ and $V$ [1]</td>
</tr>
<tr>
<td>$\mathbb{Z}$</td>
<td>whole numbers [1]</td>
</tr>
<tr>
<td>$\mathbb{Z}_{\geq 0}$</td>
<td>non-negative integers [2]</td>
</tr>
<tr>
<td>(i.e. 0, 1, 2, . . .) $\mathbb{Q}$</td>
<td>rational numbers [3]</td>
</tr>
<tr>
<td>$\mathbb{R}$</td>
<td>real numbers [3]</td>
</tr>
<tr>
<td>$i$</td>
<td>imaginary unit [3]</td>
</tr>
<tr>
<td>$(S, +, \cdot)$</td>
<td>space of geometric scalars</td>
</tr>
<tr>
<td>$A$</td>
<td>affine space (space of geometric vectors)</td>
</tr>
<tr>
<td>$(A_o, \oplus, \odot)$</td>
<td>space of geometric vectors bound to point $o$</td>
</tr>
<tr>
<td>$(V, \oplus, \oplus)$</td>
<td>space of free vectors</td>
</tr>
<tr>
<td>$A^2$</td>
<td>real affine plane</td>
</tr>
<tr>
<td>$A^3$</td>
<td>three-dimensional real affine space</td>
</tr>
<tr>
<td>$\mathbb{P}^2$</td>
<td>real projective plane</td>
</tr>
<tr>
<td>$\mathbb{P}^3$</td>
<td>three-dimensional real projective space</td>
</tr>
<tr>
<td>$\vec{x}$</td>
<td>vector</td>
</tr>
<tr>
<td>$A$</td>
<td>matrix</td>
</tr>
<tr>
<td>$A_{ij}$</td>
<td>$ij$ element of $A$</td>
</tr>
<tr>
<td>$A^\top$</td>
<td>transpose of $A$</td>
</tr>
<tr>
<td>$</td>
<td>A</td>
</tr>
<tr>
<td>$I$</td>
<td>identity matrix</td>
</tr>
<tr>
<td>$R$</td>
<td>rotation matrix</td>
</tr>
<tr>
<td>$\otimes$</td>
<td>Kronecker product of matrices</td>
</tr>
<tr>
<td>$\beta = [\vec{b}_1, \vec{b}_2, \vec{b}_3]$</td>
<td>basis (an ordered triple of independent generator vectors)</td>
</tr>
<tr>
<td>$\beta^*, \beta$</td>
<td>the dual basis to basis $\beta$</td>
</tr>
<tr>
<td>$\vec{x}_\beta$</td>
<td>column matrix of coordinates of $\vec{x}$ w.r.t. the basis $\beta$</td>
</tr>
<tr>
<td>$\vec{x} \cdot \vec{y}$</td>
<td>Euclidean scalar product of $\vec{x}$ and $\vec{y}$ $(\vec{x} \cdot \vec{y} = \vec{x}<em>\beta^\top \vec{y}</em>\beta$ in an orthonormal basis $\beta$)</td>
</tr>
<tr>
<td>$\vec{x} \times \vec{y}$</td>
<td>cross (vector) product of $\vec{x}$ and $\vec{y}$</td>
</tr>
<tr>
<td>$[\vec{x}]_x$</td>
<td>the matrix such that $[\vec{x}]_x \vec{y} = \vec{x} \times \vec{y}$</td>
</tr>
<tr>
<td>$|\vec{x}|$</td>
<td>Euclidean norm of $\vec{x}$ $(|\vec{x}| = \sqrt{\vec{x} \cdot \vec{x}})$</td>
</tr>
<tr>
<td>orthogonal vectors</td>
<td>mutually perpendicular and all of equal length</td>
</tr>
<tr>
<td>orthonormal vectors</td>
<td>unit orthogonal vectors</td>
</tr>
<tr>
<td>$P \circ l$</td>
<td>point $P$ is incident to line $l$</td>
</tr>
<tr>
<td>$P \cup Q$</td>
<td>line(s) incident to points $P$ and $Q$</td>
</tr>
<tr>
<td>$k \wedge l$</td>
<td>point(s) incident to lines $k$ and $l$</td>
</tr>
</tbody>
</table>
2 Linear algebra

We rely on linear algebra [4, 5, 6, 7, 8, 9]. We recommend excellent text books [7, 4] for acquiring basic as well as more advanced elements of the topic. Monograph [5] provides a number of examples and applications and provides a link to numerical and computational aspects of linear algebra. We will next review the most crucial topics needed in this text.

2.1 Change of coordinates induced by the change of basis

Let us discuss the relationship between the coordinates of a vector in a linear space, which is induced by passing from one basis to another. We shall derive the relationship between the coordinates in a three-dimensional linear space over real numbers, which is the most important when modeling the geometry around us. The formulas for all other n-dimensional spaces are obtained by passing from 3 to n.

§ 1 Coordinates

Let us consider an ordered basis \( \beta = \{ \vec{b}_1, \vec{b}_2, \vec{b}_3 \} \) of a three-dimensional vector space \( V^3 \) over scalars \( R \). A vector \( \vec{v} \in V^3 \) is uniquely expressed as a linear combination of basic vectors of \( V^3 \) by its coordinates \( x, y, z \in R \), i.e. \( \vec{v} = x \vec{b}_1 + y \vec{b}_2 + z \vec{b}_3 \), and can be represented as an ordered triple of coordinates, i.e. as \( \vec{v}_\beta = [x \ y \ z]^T \).

We see that an ordered triple of scalars can be understood as a triple of coordinates of a vector in \( V^3 \) w.r.t. a basis of \( V^3 \). However, at the same time, the set of ordered triples \( [x \ y \ z]^T \) is also a three-dimensional coordinate linear space \( R^3 \) over \( R \) with \( [x_1 \ y_1 \ z_1]^T + [x_2 \ y_2 \ z_2]^T = [x_1 + x_2 \ y_1 + y_2 \ z_1 + z_2]^T \) and \( s [x \ y \ z]^T = [sx \ sy \ sz]^T \) for \( s \in R \). Moreover, the ordered triple of the following three particular coordinate vectors

\[
\sigma = \begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix} \quad \begin{bmatrix}
0 \\
1 \\
0
\end{bmatrix} \quad \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix}
\] (2.1)

forms an ordered basis of \( R^3 \), the standard basis, and therefore a vector \( \vec{v} = [x \ y \ z]^T \) is represented by \( \vec{v}_\sigma = [x \ y \ z]^T \) w.r.t. the standard basis in \( R^3 \). It is noticeable that the vector \( \vec{v} \) and the coordinate vector \( \vec{v}_\sigma \) of its coordinates w.r.t. the standard basis of \( R^3 \), are identical.

§ 2 Two bases

Having two ordered bases \( \beta = \{ \vec{b}_1, \vec{b}_2, \vec{b}_3 \} \) and \( \beta' = \{ \vec{b}'_1, \vec{b}'_2, \vec{b}'_3 \} \) leads to expressing one vector \( \vec{x} \) in two ways as \( \vec{x} = x \vec{b}_1 + y \vec{b}_2 + z \vec{b}_3 \) and \( \vec{x} = x' \vec{b}'_1 + y' \vec{b}'_2 + z' \vec{b}'_3 \). The vectors of the basis \( \beta \) can also be expressed in the basis \( \beta' \) using their coordinates. Let us
introduce

\[
\begin{align*}
\vec{b}_1 &= a_{11} \vec{b}'_1 + a_{21} \vec{b}'_2 + a_{31} \vec{b}'_3 \\
\vec{b}_2 &= a_{12} \vec{b}'_1 + a_{22} \vec{b}'_2 + a_{32} \vec{b}'_3 \\
\vec{b}_3 &= a_{13} \vec{b}'_1 + a_{23} \vec{b}'_2 + a_{33} \vec{b}'_3
\end{align*}
\] (2.2)

§ 3 Change of coordinates

We will next use the above equations to relate the coordinates of \( \vec{x} \) w.r.t. the basis \( \beta \) to the coordinates of \( \vec{x} \) w.r.t. the basis \( \beta' \)

\[
\vec{x} = x \vec{b}_1 + y \vec{b}_2 + z \vec{b}_3
\]

\[
= x (a_{11} \vec{b}'_1 + a_{21} \vec{b}'_2 + a_{31} \vec{b}'_3) + y (a_{12} \vec{b}'_1 + a_{22} \vec{b}'_2 + a_{32} \vec{b}'_3) + z (a_{13} \vec{b}'_1 + a_{23} \vec{b}'_2 + a_{33} \vec{b}'_3)
\]

\[
= (a_{11} x + a_{12} y + a_{13} z) \vec{b}'_1 + (a_{21} x + a_{22} y + a_{23} z) \vec{b}'_2 + (a_{31} x + a_{32} y + a_{33} z) \vec{b}'_3
\]

\[
= x' \vec{b}'_1 + y' \vec{b}'_2 + z' \vec{b}'_3
\] (2.3)

Since coordinates are unique, we get

\[
x' = a_{11} x + a_{12} y + a_{13} z
\] (2.4)

\[
y' = a_{21} x + a_{22} y + a_{23} z
\] (2.5)

\[
z' = a_{31} x + a_{32} y + a_{33} z
\] (2.6)

Coordinate vectors \( \vec{x}_\beta \) and \( \vec{x}_{\beta'} \) are thus related by the following matrix multiplication

\[
\begin{bmatrix}
x' \\
y' \\
z'
\end{bmatrix} =
\begin{bmatrix}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix}
\] (2.7)

which we concisely write as

\[
\vec{x}_{\beta'} = A \vec{x}_\beta
\] (2.8)

The columns of matrix \( A \) can be viewed as vectors of coordinates of basic vectors, \( \vec{b}_1, \vec{b}_2, \vec{b}_3 \) of \( \beta \) in the basis \( \beta' \)

\[
A =
\begin{bmatrix}
\vec{b}_{1\beta'} & \vec{b}_{2\beta'} & \vec{b}_{3\beta'}
\end{bmatrix}
\] (2.9)

and the matrix multiplication can be interpreted as a linear combination of the columns of \( A \) by coordinates of \( \vec{x} \) w.r.t. \( \beta \)

\[
\vec{x}_{\beta'} = x \vec{b}_{1\beta'} + y \vec{b}_{2\beta'} + z \vec{b}_{3\beta'}
\] (2.10)

Matrix \( A \) plays such an important role here that it deserves its own name. Matrix \( A \) is very often called the change of basis matrix from basis \( \beta \) to \( \beta' \) or the transition matrix from basis \( \beta \) to basis \( \beta' \) [5, 10] since it can be used to pass from coordinates w.r.t. \( \beta \) to coordinates w.r.t. \( \beta' \) by Equation 2.8.
However, literature [6, 11] calls $A$ the change of basis matrix from basis $\beta'$ to $\beta$, i.e. it (seemingly illogically) swaps the bases. This choice is motivated by the fact that $A$ relates vectors of $\beta$ and vectors of $\beta'$ by Equation 2.2 as
\[
\begin{bmatrix}
\vec{b}_1 & \vec{b}_2 & \vec{b}_3
\end{bmatrix} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} = A
\]
and therefore giving
\[
\begin{bmatrix}
\vec{b}_1' & \vec{b}_2' & \vec{b}_3'
\end{bmatrix} = \begin{bmatrix}
\vec{b}_1 & \vec{b}_2 & \vec{b}_3
\end{bmatrix} A
\]
(2.13)
or equivalently
\[
\begin{bmatrix}
\vec{b}_1' & \vec{b}_2' & \vec{b}_3'
\end{bmatrix} = \begin{bmatrix}
\vec{b}_1 & \vec{b}_2 & \vec{b}_3
\end{bmatrix} A^{-1}
\]
(2.14)
where the multiplication of a row of column vectors by a matrix from the right in Equation 2.13 has the meaning given by Equation 2.11 above. Yet another variation of the naming appeared in [8, 9] where $A^{-1}$ was named the change of basis matrix from basis $\beta$ to $\beta'$.

We have to conclude that the meaning associated with the change of basis matrix varies in the literature and hence we will avoid this confusing name and talk about $A$ as about the matrix transforming coordinates of a vector from basis $\beta$ to basis $\beta'$.

There is the following interesting variation of Equation 2.13
\[
\begin{bmatrix}
\vec{b}_1' \\
\vec{b}_2' \\
\vec{b}_3'
\end{bmatrix} = A^{-T} \begin{bmatrix}
\vec{b}_1 \\
\vec{b}_2 \\
\vec{b}_3
\end{bmatrix}
\]
(2.15)
where the basic vectors of $\beta$ and $\beta'$ are understood as elements of column vectors. For instance, vector $\vec{b}_1'$ is obtained as
\[
\vec{b}_1' = a_{11}^* \vec{b}_1 + a_{12}^* \vec{b}_2 + a_{13}^* \vec{b}_3
\]
(2.16)
and a vector $\vec{x}$ with coordinates w.r.t. the basis $\alpha$

$$\vec{x}_\alpha = \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix}$$

(2.19)

We see that basic vectors of $\alpha$ can be obtained as the following linear combinations of basic vectors of $\beta$

$$\vec{a}_1 = +1 \vec{b}_1 + 0 \vec{b}_2 + 0 \vec{b}_3$$

(2.20)

$$\vec{a}_2 = +1 \vec{b}_1 - 1 \vec{b}_2 + 1 \vec{b}_3$$

(2.21)

$$\vec{a}_3 = -1 \vec{b}_1 + 0 \vec{b}_2 + 1 \vec{b}_3$$

(2.22)

or equivalently

$$\begin{bmatrix} \vec{a}_1 \\ \vec{a}_2 \\ \vec{a}_3 \end{bmatrix} = \begin{bmatrix} \vec{b}_1 \\ \vec{b}_2 \\ \vec{b}_3 \end{bmatrix} \begin{bmatrix} 1 & 1 & -1 \\ 0 & -1 & 0 \\ 0 & 1 & 1 \end{bmatrix} = \begin{bmatrix} \vec{b}_1 \\ \vec{b}_2 \\ \vec{b}_3 \end{bmatrix} A$$

(2.23)

Coordinates of $\vec{x}$ w.r.t. $\beta$ are hence obtained as

$$\vec{x}_\beta = A \vec{x}_\alpha.$$

$$A = \begin{bmatrix} 1 & 1 & -1 \\ 0 & -1 & 0 \\ 0 & 1 & 1 \end{bmatrix}$$

(2.24)

$$\begin{bmatrix} 1 \\ -1 \\ 2 \end{bmatrix} = \begin{bmatrix} 1 & 1 & -1 \\ 0 & -1 & 0 \\ 0 & 1 & 1 \end{bmatrix} \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix}$$

(2.25)

We see that

$$\alpha = \beta A$$

(2.26)

$$\begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} 1 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 1 & 1 \end{bmatrix} \begin{bmatrix} 1 & 1 & -1 \\ 0 & -1 & 0 \\ 0 & 1 & 1 \end{bmatrix}$$

(2.27)

The following questions arises: When are the coordinates of a vector $\vec{x}$ (Equation 2.8) and the basic vectors themselves (Equation 2.15) transformed in the same way? In other words, when $A = A^{-T}$. We shall give the answer to this question later in paragraph 2.4.

### 2.2 Determinant

*Determinant* [4] of a matrix $A$, denoted by $|A|$, is a very interesting and useful concept. It can be, for instance, used to check the linear independence of a set of vectors or to define an orientation of the space.

#### 2.2.1 Permutation

A *permutation* [4] $\pi$ on the set $[n] = \{1, \ldots, n\}$ of integers is a one-to-one function from $[n]$ onto $[n]$. The identity permutation will be denoted by $\epsilon$, i.e. $\epsilon(i) = i$ for all $i \in [n]$. 
§ 1 Composition of permutations  Let σ and π be two permutations on \([n]\). Then, their composition, i.e. \(\pi(\sigma)\), is also a permutation on \([n]\) since a composition of two one-to-one onto functions is a one-to-one onto function.

§ 2 Sign of a permutation  We will now introduce another important concept related to permutations. \(\text{Sign}, \text{sgn}(\pi)\), of a permutation \(\pi\) is defined as

\[
\text{sgn}(\pi) = (-1)^{N(\pi)}
\]

(2.28)

where \(N(\pi)\) is equal to the number of inversions in \(\pi\), i.e. the number of pairs \([i,j]\) such that \(i,j \in [n], i < j\) and \(\pi(i) > \pi(j)\).

2.2.2 Determinant

Let \(S_n\) be the set of all permutations on \([n]\) and \(A\) be an \(n \times n\) matrix. Then, determinant \(|A|\) of \(A\) is defined by the formula

\[
|A| = \sum_{\pi \in S_n} \text{sgn}(\pi) A_{1,\pi(1)} A_{2,\pi(2)} \cdots A_{n,\pi(n)}
\]

(2.29)

Notice that for every \(\pi \in S_n\) and for \(j \in [n]\) there is exactly one \(i \in [n]\) such that \(j = \pi(i)\). Hence

\[
\{(1, \pi(1)), (2, \pi(2)), \ldots, (n, \pi(n))\} = \{[\pi^{-1}(1), 1], [\pi^{-1}(2), 2], \ldots, [\pi^{-1}(n), n]\}
\]

(2.30)

and since the multiplication of elements of \(A\) is commutative we get

\[
|A| = \sum_{\pi \in S_n} \text{sgn}(\pi) A_{\pi^{-1}(1),1} A_{\pi^{-1}(2),2} \cdots A_{\pi^{-1}(n),n}
\]

(2.31)

Let us next define a submatrix of \(A\) and find its determinant. Consider \(k \leq n\) and two one-to-one monotonic functions \(\rho, \nu: [k] \to [n]\), \(i < j \implies \rho(i) < \rho(j), \nu(i) < \nu(j)\). We define \(k \times k\) submatrix \(A^{\rho,\nu}\) of an \(n \times n\) matrix \(A\) by

\[
A^{\rho,\nu}_{i,j} = A_{\rho(i),\nu(j)} \quad \text{for} \quad i, j \in [k]
\]

(2.32)

We get the determinant of \(A^{\rho,\nu}\) as follows

\[
|A^{\rho,\nu}| = \sum_{\pi \in S_k} \text{sgn}(\pi) A_{\rho,\nu(1)}^{\rho,\nu} A_{\rho,\nu(2)}^{\rho,\nu} \cdots A_{\rho,\nu(k)}^{\rho,\nu}
\]

(2.33)

\[
= \sum_{\pi \in S_k} \text{sgn}(\pi) A_{\rho(1),\nu(\pi(1))}^{\rho,\nu(\pi(1))} A_{\rho(2),\nu(\pi(2))}^{\rho,\nu(\pi(2))} \cdots A_{\rho(k),\nu(\pi(k))}^{\rho,\nu(\pi(k))}
\]

(2.34)

Let us next split the rows of the matrix \(A\) into two groups of \(k\) and \(m\) rows and find the relationship between \(|A|\) and the determinants of certain \(k \times k\) and \(m \times m\) submatrices of \(A\). Take \(1 \leq k, m \leq n\) such that \(k + m = n\) and define a one-to-one function \(\rho: [m] \to [k + 1, n] = \{k + 1, \ldots, n\}\), by \(\rho(i) = k + i\). Next, let \(\Omega \subseteq \exp[n]\) be the set of all subsets of \([n]\) of size \(k\). Let \(\omega \in \Omega\). Then, there is exactly one one-to-one monotonic function \(\varphi_\omega\) from \([k]\) onto \(\omega\) since \([k]\) and \(\omega\) are finite sets of integers of the same size. Let \(\overline{\omega} = [n] \setminus \omega\). Then, there is exactly one one-to-one monotonic function \(\varphi_{\overline{\omega}}\) from \([k + 1, n]\) onto \(\overline{\omega}\). Let further there be \(\pi_k \in S_k\) and \(\pi_m \in S_m\). With the notation introduced above, we are getting a version of the generalized Laplace expansion of the determinant [12, 13]

\[
|A| = \sum_{\omega \in \Omega} \left( \prod_{i \in [k], j \in [k+1, n]} \text{sgn}(\varphi_{\overline{\omega}}(j) - \varphi_\omega(i)) \right) |A^{\rho,\nu}| \left| A^{\rho,\nu_{\pi}(\rho)} \right|
\]

(2.35)
2.3 Vector product

Let us look at an interesting mapping from $\mathbb{R}^3 \times \mathbb{R}^3$ to $\mathbb{R}^3$, the vector product in $\mathbb{R}^3$ [7] (which it also often called the cross product [5]). Vector product has interesting geometrical properties but we shall motivate it by its connection to systems of linear equations.

§ 1 Vector product

Assume two linearly independent coordinate vectors $\vec{x} = \begin{bmatrix} x_1 & x_2 & x_3 \end{bmatrix}^T$ and $\vec{y} = \begin{bmatrix} y_1 & y_2 & y_3 \end{bmatrix}^T$ in $\mathbb{R}^3$. The following system of linear equations

$$\begin{bmatrix} x_1 & x_2 & x_3 \\ y_1 & y_2 & y_3 \\ x_1 & x_2 & x_3 \end{bmatrix} \vec{z} = 0$$  \hspace{1cm} (2.36)

has a one-dimensional subspace $V$ of solutions in $\mathbb{R}^3$. The solutions can be written as multiples of one non-zero vector $\vec{w}$, the basis of $V$, i.e.

$$\vec{z} = \lambda \vec{w}, \quad \lambda \in \mathbb{R}$$  \hspace{1cm} (2.37)

Let us see how we can construct $\vec{w}$ in a convenient way from vectors $\vec{x}$, $\vec{y}$.

Consider determinants of two matrices constructed from the matrix of the system (2.36) by adjoining its first, resp. second, row to the matrix of the system (2.36)

$$\begin{vmatrix} x_1 & x_2 & x_3 \\ y_1 & y_2 & y_3 \\ x_1 & x_2 & x_3 \end{vmatrix} = 0$$  \hspace{1cm} (2.38)

which gives

$$x_1 (x_2 y_3 - x_3 y_2) + x_2 (x_3 y_1 - x_1 y_3) + x_3 (x_1 y_2 - x_2 y_1) = 0 \quad (2.39)$$

$$y_1 (x_2 y_3 - x_3 y_2) + y_2 (x_3 y_1 - x_1 y_3) + y_3 (x_1 y_2 - x_2 y_1) = 0 \quad (2.40)$$

and can be rewritten as

$$\begin{bmatrix} x_1 & x_2 & x_3 \\ y_1 & y_2 & y_3 \end{bmatrix} \begin{bmatrix} x_2 y_3 - x_3 y_2 \\ -x_1 y_3 + x_3 y_1 \\ x_1 y_2 - x_2 y_1 \end{bmatrix} = 0$$  \hspace{1cm} (2.41)

We see that vector

$$\vec{w} = \begin{bmatrix} x_2 y_3 - x_3 y_2 \\ -x_1 y_3 + x_3 y_1 \\ x_1 y_2 - x_2 y_1 \end{bmatrix}$$  \hspace{1cm} (2.42)

solves Equation 2.36.

Notice that elements of $\vec{w}$ are the three two by two minors of the matrix of the system (2.36). The rank of the matrix is two, which means that at least one of the minors is non-zero, and hence $\vec{w}$ is also non-zero. We see that $\vec{w}$ is a basic vector of $V$. Formula 2.42 is known as the vector product in $\mathbb{R}^3$ and $\vec{w}$ is also often denoted by $\vec{x} \times \vec{y}$. 


§ 2 Vector product under the change of basis  Let us next study the behavior of the vector product under the change of basis in $\mathbb{R}^3$. Let us have two bases $\beta$, $\beta'$ in $\mathbb{R}^3$ and two vectors $\vec{x}$, $\vec{y}$ with coordinates $\vec{x}_\beta = \begin{bmatrix} x_1 & x_2 & x_3 \end{bmatrix}^T$, $\vec{y}_\beta = \begin{bmatrix} y_1 & y_2 & y_3 \end{bmatrix}^T$ and $\vec{x}_{\beta'} = \begin{bmatrix} x'_1 & x'_2 & x'_3 \end{bmatrix}^T$, $\vec{y}_{\beta'} = \begin{bmatrix} y'_1 & y'_2 & y'_3 \end{bmatrix}^T$. We introduce

$$\vec{x}_\beta \times \vec{y}_\beta = \begin{bmatrix} x_2 y_3 - x_3 y_2 \\ -x_1 y_3 + x_3 y_1 \\ x_1 y_2 - x_2 y_1 \end{bmatrix} \quad \vec{x}_{\beta'} \times \vec{y}_{\beta'} = \begin{bmatrix} x'_2 y'_3 - x'_3 y'_2 \\ -x'_1 y'_3 + x'_3 y'_1 \\ x'_1 y'_2 - x'_2 y'_1 \end{bmatrix} \quad (2.43)$$

To find the relationship between $\vec{x}_\beta \times \vec{y}_\beta$ and $\vec{x}_{\beta'} \times \vec{y}_{\beta'}$, we will use the following fact. For every three vectors $\vec{z} = \begin{bmatrix} z_1 & z_2 & z_3 \end{bmatrix}^T$ in $\mathbb{R}^3$ there holds

$$\vec{z}^T (\vec{x} \times \vec{y}) = \begin{bmatrix} x_2 y_3 - x_3 y_2 \\ -x_1 y_3 + x_3 y_1 \\ x_1 y_2 - x_2 y_1 \end{bmatrix} \begin{bmatrix} z_1 & z_2 & z_3 \end{bmatrix} = \begin{bmatrix} x_1 & x_2 & x_3 \\ y_1 & y_2 & y_3 \\ z_1 & z_2 & z_3 \end{bmatrix} = \begin{bmatrix} \vec{x}^T \\ \vec{y}^T \\ \vec{z}^T \end{bmatrix} \quad (2.44)$$

We can write

$$\vec{x}_{\beta'} \times \vec{y}_{\beta'} = \begin{bmatrix} [1 \ 0 \ 0] (\vec{x}_{\beta'} \times \vec{y}_{\beta'}) \\ [0 \ 1 \ 0] (\vec{x}_{\beta'} \times \vec{y}_{\beta'}) \\ [0 \ 0 \ 1] (\vec{x}_{\beta'} \times \vec{y}_{\beta'}) \end{bmatrix} = \begin{bmatrix} [\vec{x}_\beta^T A^T] \\ [\vec{y}_\beta^T A^T] \\ [0 \ 0 \ 1] \end{bmatrix}^T = \begin{bmatrix} \vec{x}_\beta^T A^T \\ \vec{y}_\beta^T A^T \\ [0 \ 0 \ 1] \end{bmatrix}^T = \begin{bmatrix} [1 \ 0 \ 0] A^{-T} (\vec{x}_\beta \times \vec{y}_\beta) \\ [0 \ 1 \ 0] A^{-T} (\vec{x}_\beta \times \vec{y}_\beta) \\ [0 \ 0 \ 1] A^{-T} (\vec{x}_\beta \times \vec{y}_\beta) \end{bmatrix}^T = A^{-T} (\vec{x}_\beta \times \vec{y}_\beta) \quad (2.45)$$

§ 3 Vector product as a linear mapping  It is interesting to see that for all $\vec{x}, \vec{y} \in \mathbb{R}^3$ there holds

$$\vec{x} \times \vec{y} = \begin{bmatrix} x_2 y_3 - x_3 y_2 \\ -x_1 y_3 + x_3 y_1 \\ x_1 y_2 - x_2 y_1 \end{bmatrix} = \begin{bmatrix} 0 & -x_3 & x_2 \\ x_3 & 0 & -x_1 \\ -x_2 & x_1 & 0 \end{bmatrix} \begin{bmatrix} y_1 \\ y_2 \\ y_3 \end{bmatrix} \quad (2.46)$$

and thus we can introduce matrix

$$[\vec{x}]_x = \begin{bmatrix} 0 & -x_3 & x_2 \\ x_3 & 0 & -x_1 \\ -x_2 & x_1 & 0 \end{bmatrix} \quad (2.47)$$

and write

$$\vec{x} \times \vec{y} = [\vec{x}]_x \vec{y} \quad (2.48)$$
Notice also that $\vec{x}_x = -[\vec{x}]_x$ and therefore
\[
(\vec{x} \times \vec{y})^\top = ([\vec{x}]_x \vec{y})^\top = -\vec{y}^\top [\vec{x}]_x
\] (2.49)
The result of §2 can also be written in the formalism of this paragraph. We can write for every $\vec{x}, \vec{y} \in \mathbb{R}^3$
\[
[A \vec{x}_\beta]_x A \vec{y}_\beta = (A \vec{x}_\beta) \times (A \vec{y}_\beta) = \frac{A^{-\top}}{|A^{-\top}|} (\vec{x}_\beta \times \vec{y}_\beta) = \frac{A^{-\top}}{|A^{-\top}|} [\vec{x}]_x \vec{y}_\beta
\] (2.50)
and hence we get for every $\vec{x} \in \mathbb{R}^3$
\[
[A \vec{x}_\beta]_x A = \frac{A^{-\top}}{|A^{-\top}|} [\vec{x}]_x
\] (2.51)

### 2.4 Dual space and dual basis

Let us start with a three-dimensional linear space $L$ over scalars $S$ and consider the set $L^*$ of all linear functions $f : L \to S$, i.e. the functions on $L$ for which the following holds true
\[
f(a \vec{x} + b \vec{y}) = a f(\vec{x}) + b f(\vec{y})
\] (2.52)
for all $a, b \in S$ and all $\vec{x}, \vec{y} \in L$.

Let us next define the addition $+: L^* \times L^* \to L^*$ of linear functions $f, g \in L^*$ and the multiplication $\cdot : S \times L^* \to L^*$ of a linear function $f \in L^*$ by a scalar $a \in S$ such that
\[
(f + g)(\vec{x}) = f(\vec{x}) + g(\vec{x})
\] (2.53)
\[
(a \cdot f)(\vec{x}) = a f(\vec{x})
\] (2.54)
holds true for all $a \in S$ and for all $\vec{x} \in L$. One can verify that $(L^*, +, \cdot)$ over $(S, +, \cdot)$ is itself a linear space [4, 7, 6]. It makes therefore a good sense to use arrows above symbols for linear functions, e.g. $\vec{f}$ instead of $f$.

The linear space $L^*$ is derived from, and naturally connected to, the linear space $L$ and hence deserves a special name. Linear space $L^*$ is called [4] the dual (linear) space to $L$.

Now, consider a basis $\beta = [\vec{b}_1, \vec{b}_2, \vec{b}_3]$ of $L$. We will construct a basis $\beta^*$ of $L^*$, in a certain natural and useful way. Let us take three linear functions $\vec{b}_1^*, \vec{b}_2^*, \vec{b}_3^* \in L^*$ such that
\[
\begin{align*}
\vec{b}_1^*(\vec{b}_1) &= 1 & \vec{b}_1^*(\vec{b}_2) &= 0 & \vec{b}_1^*(\vec{b}_3) &= 0 \\
\vec{b}_2^*(\vec{b}_1) &= 0 & \vec{b}_2^*(\vec{b}_2) &= 1 & \vec{b}_2^*(\vec{b}_3) &= 0 \\
\vec{b}_3^*(\vec{b}_1) &= 0 & \vec{b}_3^*(\vec{b}_2) &= 0 & \vec{b}_3^*(\vec{b}_3) &= 1
\end{align*}
\] (2.55)
where 0 and 1 are the zero and the unit element of $S$, respectively. First of all, one has to verify [4] that such an assignment is possible with linear functions over $L$. Secondly one can show [4] that functions $\vec{b}_1^*, \vec{b}_2^*, \vec{b}_3^*$ are determined by this assignment uniquely on all vectors of $L$. Finally, one can observe [4] that the triple $\beta^* = [\vec{b}_1^*, \vec{b}_2^*, \vec{b}_3^*]$ forms an (ordered) basis of $L$. The basis $\beta^*$ is called the dual basis of $L^*$, i.e. it is the basis of $L^*$, which is related in a special (dual) way to the basis $\beta$ of $L$.  

§ 1 Evaluating linear functions  Consider a vector \( \vec{x} \in L \) with coordinates \( \vec{x}_\beta = [x_1, x_2, x_3]^\top \) w.r.t. a basis \( \beta = [\vec{b}_1, \vec{b}_2, \vec{b}_3] \) and a linear function \( \vec{h} \in L^* \) with coordinates \( \vec{h}_{\beta^*} = [h_1, h_2, h_3]^\top \) w.r.t. the dual basis \( \beta^* = [\vec{b}_1^*, \vec{b}_2^*, \vec{b}_3^*] \). The value \( \vec{h}(\vec{x}) \in S \) is obtained from the coordinates \( \vec{x}_\beta \) and \( \vec{h}_{\beta^*} \) as

\[
\vec{h}(\vec{x}) = \vec{h}(x_1 \vec{b}_1 + x_2 \vec{b}_2 + x_3 \vec{b}_3)
= (h_1 \vec{b}_1^* + h_2 \vec{b}_2^* + h_3 \vec{b}_3^*)(x_1 \vec{b}_1 + x_2 \vec{b}_2 + x_3 \vec{b}_3)
= h_1 \vec{b}_1^*(\vec{b}_1)x_1 + h_1 \vec{b}_1^*(\vec{b}_2)x_2 + h_1 \vec{b}_1^*(\vec{b}_3)x_3
+ h_2 \vec{b}_2^*(\vec{b}_1)x_1 + h_2 \vec{b}_2^*(\vec{b}_2)x_2 + h_2 \vec{b}_2^*(\vec{b}_3)x_3
+ h_3 \vec{b}_3^*(\vec{b}_1)x_1 + h_3 \vec{b}_3^*(\vec{b}_2)x_2 + h_3 \vec{b}_3^*(\vec{b}_3)x_3
= \begin{bmatrix} h_1 & h_2 & h_3 \end{bmatrix} \begin{bmatrix} \vec{b}_1^*(\vec{b}_1) & \vec{b}_1^*(\vec{b}_2) & \vec{b}_1^*(\vec{b}_3) \\ \vec{b}_2^*(\vec{b}_1) & \vec{b}_2^*(\vec{b}_2) & \vec{b}_2^*(\vec{b}_3) \\ \vec{b}_3^*(\vec{b}_1) & \vec{b}_3^*(\vec{b}_2) & \vec{b}_3^*(\vec{b}_3) \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix}
= \begin{bmatrix} h_1, h_2, h_3 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix}
= \vec{h}_{\beta^*}^\top \vec{x}_\beta
\tag{2.60}
\]  

The value of \( \vec{h} \in L^* \) on \( \vec{x} \in L \) is obtained by multiplying \( \vec{x}_\beta \) by the transpose of \( \vec{h}_{\beta^*} \) from the left.

Notice that the middle matrix on the right in Equation 2.59 evaluates into the identity. This is the consequence of using the pair of a basis and its dual basis. The formula 2.62 can be generalized to the situation when bases are not dual by evaluating the middle matrix accordingly. In general

\[
\vec{h}(\vec{x}) = \vec{h}_{\beta^*}^\top [\vec{b}_i(\vec{b}_j)] \vec{x}_\beta
\tag{2.63}
\]

where matrix \([\vec{b}_i(\vec{b}_j)]\) is constructed from the respective bases \(\beta, \tilde{\beta}\) of \(L\) and \(L^*\).

§ 2 Changing the basis in a linear space and in its dual  Let us now look at what happens with coordinates of vectors of \(L^*\) when passing from the dual basis \(\beta^*\) to the dual basis \(\beta'^*\) induced by passing from a basis \(\beta\) to a basis \(\beta'\) in \(L\). Consider vector \(\vec{x} \in L\) and a linear function \(\vec{h} \in L^*\) and their coordinates \(\vec{x}_\beta, \vec{x}_{\beta'}\) and \(\vec{h}_{\beta^*}, \vec{h}_{\beta'^*}\) w.r.t. the respective bases. Introduce further matrix \(A\) transforming coordinates of vectors in \(L\) as

\[
\vec{x}_{\beta'} = A \vec{x}_\beta
\tag{2.64}
\]

when passing from \(\beta\) to \(\beta'\).

Basis \(\beta^*\) is the dual basis to \(\beta\) and basis \(\beta'^*\) is the dual basis to \(\beta'\) and therefore

\[
\vec{h}_{\beta'^*}^\top \vec{x}_\beta = \vec{h}(\vec{x}) = \vec{h}_{\beta^*}^\top \vec{x}_{\beta'}
\tag{2.65}
\]
for all $\vec{x} \in L$ and all $\vec{h} \in L^*$. Hence
\[ \vec{h}_{\beta^*}^T \vec{x}_{\beta} = \vec{h}_{\beta^*}^T \mathbf{A} \vec{x}_{\beta} \tag{2.66} \]
for all $\vec{x} \in L$ and therefore
\[ \vec{h}_{\beta^*}^T = \vec{h}_{\beta^*}^T \mathbf{A} \tag{2.67} \]
or equivalently
\[ \vec{h}_{\beta^*} = \mathbf{A}^\top \vec{h}_{\beta^*} \tag{2.68} \]

Let us now see what is the meaning of the rows of matrix $\mathbf{A}$. It becomes clear from Equation 2.67 that the columns of matrix $\mathbf{A}^\top$ can be viewed as vectors of coordinates of basic vectors of $\beta^* = [\vec{b}_{1^*}, \vec{b}_{2^*}, \vec{b}_{3^*}]$ in the basis $\beta = [\vec{b}_1, \vec{b}_2, \vec{b}_3]$ and therefore
\[
\mathbf{A} = \begin{bmatrix}
-\vec{b}_{1^*} \\
-\vec{b}_{2^*} \\
-\vec{b}_{3^*}
\end{bmatrix}
\tag{2.69}
\]
which means that the rows of $\mathbf{A}$ are coordinates of the dual basis of the primed dual space in the dual basis of the non-primed dual space.

Finally notice that we can also write
\[ \vec{h}_{\beta^*} = \mathbf{A}^{-\top} \vec{h}_{\beta^*} \tag{2.70} \]
which is formally identical with Equation 2.15.

§ 3 When do coordinates transform the same way in a basis and in its dual basis

It is natural to ask when it happens that the coordinates of linear functions in $L^*$ w.r.t. the dual basis $\beta^*$ transform the same way as the coordinates of vectors of $L$ w.r.t. the original basis $\beta$, i.e.
\[ \vec{x}_{\beta'} = \mathbf{A} \vec{x}_{\beta} \tag{2.71} \]
\[ \vec{h}_{\beta'} = \mathbf{A} \vec{h}_{\beta} \tag{2.72} \]
for all $\vec{x} \in L$ and all $\vec{h} \in L^*$. Considering Equation 2.70, we get
\[ \mathbf{A} = \mathbf{A}^{-\top} \tag{2.73} \]
\[ \mathbf{A}^\top \mathbf{A} = \mathbf{I} \tag{2.74} \]
Notice that this is, for instance, satisfied when $\mathbf{A}$ is a rotation [5]. In such a case, one often does not anymore distinguish between vectors of $L$ and $L^*$ because they behave the same way and it is hence possible to represent linear functions from $L^*$ by vectors of $L$.

§ 4 Coordinates of the basis dual to a general basis

We denote the standard basis in $\mathbb{R}^3$ by $\sigma$ and its dual (standard) basis in $\mathbb{R}^3^*$ by $\sigma^*$. Now, we can further establish another basis $\gamma = [\vec{c}_1 \vec{c}_2 \vec{c}_3]$ in $\mathbb{R}^3$ and its dual basis $\gamma^* = [\vec{c}_{1^*} \vec{c}_{2^*} \vec{c}_{3^*}]$ in $\mathbb{R}^3^*$. We would like to find the coordinates $\gamma_{\sigma^*} = [\vec{c}_{1^*_\sigma} \vec{c}_{2^*_\sigma} \vec{c}_{3^*_\sigma}]$ of vectors of $\gamma^*$ w.r.t. $\sigma^*$ as a function of coordinates $\gamma_{\sigma} = [\vec{c}_{1_\sigma} \vec{c}_{2_\sigma} \vec{c}_{3_\sigma}]$ of vectors of $\gamma$ w.r.t. $\sigma$. 
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Considering Equations 2.55 and 2.62, we are getting
\[ \vec{c}_i^{\star T} \vec{c}_j = \begin{cases} 1 & \text{if } i = j \\ 0 & \text{if } i \neq j \end{cases} \quad \text{for } i, j = 1, 2, 3 \quad (2.75) \]

which can be rewritten in a matrix form as
\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
\vec{c}_1^{\star T} \\
\vec{c}_2^{\star T} \\
\vec{c}_3^{\star T} \\
\end{bmatrix}
= \gamma^{\star T}_\sigma \gamma_\sigma \quad (2.76)
\]

and therefore
\[ \gamma^{\star}_\sigma = \gamma^{-T}_\sigma \quad (2.77) \]

§ 5 Remark on higher dimensions

We have introduced the dual space and the dual basis in a three-dimensional linear space. The definition of the dual space is exactly the same for any linear space. The definition of the dual basis is the same for all finite-dimensional linear spaces [4]. For any n-dimensional linear space \( L \) and its basis \( \beta \), we get the corresponding n-dimensional dual space \( L^* \) with the dual basis \( \beta^* \).

2.5 Operations with matrices

Matrices are a powerful tool which can be used in many ways. Here we review a few useful rules for matrix manipulation. The rules are often studied in multi-linear algebra and tensor calculus. We shall not review the theory of multi-linear algebra but will look at the rules from a phenomenological point of view. They are useful identities making an effective manipulation and concise notation possible.

§ 1 Kronecker product

Let \( A \) be a \( k \times l \) matrix and \( B \) be a \( m \times n \) matrix
\[
A = \begin{bmatrix}
a_{11} & a_{12} & \cdots & a_{1l} \\
a_{21} & a_{22} & \cdots & a_{2l} \\
\vdots & \vdots & \ddots & \vdots \\
a_{k1} & a_{k2} & \cdots & a_{kl} \\
\end{bmatrix} \in \mathbb{R}^{k \times l} \quad \text{and} \quad B \in \mathbb{R}^{m \times n} \quad (2.78)
\]

then \( km \times ln \) matrix
\[
C = A \otimes B = \begin{bmatrix}
a_{11}B & a_{12}B & \cdots & a_{1l}B \\
a_{21}B & a_{22}B & \cdots & a_{2l}B \\
\vdots & \vdots & \ddots & \vdots \\
a_{k1}B & a_{k2}B & \cdots & a_{kl}B \\
\end{bmatrix} \quad (2.79)
\]

is the matrix of the Kronecker product of matrices \( A, B \) (in this order).

Notice that this product is associative, i.e. \( (A \otimes B) \otimes C = A \otimes (B \otimes C) \), but it is not commutative, i.e. \( A \otimes B \neq B \otimes A \) in general. There holds a useful identity \( (A \otimes B)^T = A^T \otimes B^T \).
§ 2 Matrix vectorization

Let $A$ be an $m \times n$ matrix

$$A = \begin{bmatrix}
a_{11} & a_{12} & \cdots & a_{1n} \\
a_{21} & a_{22} & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m1} & a_{m2} & \cdots & a_{mn}
\end{bmatrix} \in \mathbb{R}^{m \times n} \quad (2.80)$$

We define operator $v(\cdot) : \mathbb{R}^{m \times n} \to \mathbb{R}^{mn}$ which reshapes an $m \times n$ matrix $A$ into a $mn \times 1$ matrix (i.e. into a vector) by stacking columns of $A$ one above another

$$v(A) = \begin{bmatrix}
a_{11} \\
a_{21} \\
\vdots \\
a_{m1} \\
a_{12} \\
a_{22} \\
\vdots \\
a_{m2} \\
a_{1n} \\
a_{2n} \\
\vdots \\
a_{mn}
\end{bmatrix} \quad (2.81)$$

Let us study the relationship between $v(A)$ and $v(A^\top)$. We see that vector $v(A^\top)$ contains permuted elements of $v(A)$ and therefore we can construct permutation matrices $[5] \ T_{m \times n}$ and $T_{n \times m}$ such that

$$v(A^\top) = T_{m \times n} v(A)$$

$$v(A) = T_{n \times m} v(A^\top) \quad (2.82)$$

We see that there holds

$$T_{n \times m} T_{m \times n} v(A) = T_{n \times m} v(A^\top) = v(A)$$

for every $m \times n$ matrix $A$. Hence

$$T_{n \times m} = T_{m \times n}^{-1} \quad (2.83)$$

Consider a permutation $\pi$. It has exactly one unit element in each row and in each column. Consider the $i$-th row with 1 in the $j$-th column. This row sends the $j$-th element of an input vector to the $i$-th element of the output vector. The $i$-the column of the transpose of $\pi$ has 1 in the $j$-th row. It is the only non-zero element in that row and therefore the $j$-th row of $\pi^\top$ sends the $i$-th element of an input vector to the $j$-th element of the output vector. We see that $\pi^\top$ is the inverse of $\pi$, i.e. permutation matrices are orthogonal. We see that

$$T_{m \times n}^{-1} = T_{m \times n} \quad (2.84)$$

and hence conclude

$$T_{n \times m} = T_{m \times n} \quad (2.85)$$

We also write $v(A) = T_{m \times n}^\top v(A^\top)$. 
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§ 3 From matrix equations to linear systems

Kronecker product of matrices and matrix vectorization can be used to manipulate matrix equations in order to get systems of linear equations in the standard matrix form $A \mathbf{x} = \mathbf{b}$. Consider, for instance, matrix equation

$$A \mathbf{X} B = C \quad (2.86)$$

with matrices $A \in \mathbb{R}^{m \times k}$, $X \in \mathbb{R}^{k \times l}$, $B \in \mathbb{R}^{l \times n}$, $C \in \mathbb{R}^{m \times n}$. It can be verified by direct computation that

$$v(A \mathbf{X} B) = (B^T \otimes A) v(X) \quad (2.87)$$

This is useful when matrices $A$, $B$ and $C$ are known and we use Equation 2.86 to compute $X$. Notice that matrix Equation 2.86 is actually equivalent to $mn$ scalar linear equations in $kl$ unknown elements of $X$. Therefore, we should be able to write it in the standard form, e.g., as

$$M v(X) = v(C) \quad (2.88)$$

with some $M \in \mathbb{R}^{(mn) \times (kl)}$. We can use Equation 2.87 to get $M = B^T \otimes A$ which yields the linear system

$$v(A \mathbf{X} B) = v(C) \quad (2.89)$$

$$ (B^T \otimes A) v(X) = v(C) \quad (2.90)$$

for unknown $v(X)$, which is in the standard form.

Let us next consider two variations of Equation 2.86. First consider matrix equation

$$A \mathbf{X} B = \mathbf{X} \quad (2.91)$$

Here unknowns $X$ appear on both sides but we are still getting a linear system of the form

$$(B^T \otimes A - I) v(X) = 0 \quad (2.92)$$

where $I$ is the $(mn) \times (kl)$ identity matrix.

Next, we add yet another constraints: $X^T = X$, i.e. matrix $X$ is symmetric, to get

$$A \mathbf{X} B = \mathbf{X} \quad \text{and} \quad X^T = X \quad (2.93)$$

which can be rewritten in the vectorized form as

$$(B^T \otimes A - I) v(X) = 0 \quad \text{and} \quad (T_{m \times n} - I) v(X) = 0 \quad (2.94)$$

and combined it into a single linear system

$$\begin{bmatrix} T_{m \times n} - I \\ B^T \otimes A - I \end{bmatrix} v(X) = 0 \quad (2.95)$$
3 Solving polynomial equations

We explain elements of algebraic geometry in order to understand how to solve sets of algebraic (polynomial) equations in several variables that have a finite number of solutions. We will follow the nomenclature from [2]. See [2] for more complete exposition of algebraic geometry and [?] on how to solve multivariate systems of polynomial equations with a finite number of solutions.

3.1 Polynomials

We will consider polynomials in \( n \) unknowns \( x_1, x_2, \ldots, x_n \) with rational coefficients \( a_0, a_1, a_2, \ldots, a_n \). Polynomials are linear combinations of a finite number of monomials \( x_1^{\alpha_1}x_2^{\alpha_2} \cdots x_n^{\alpha_n} \) where non-negative integers \( \alpha_i \in \mathbb{Z}_{\geq 0} \) are exponents. To simplify the notation, we will write \( x^\alpha \) instead of \( x_1^{\alpha_1}x_2^{\alpha_2} \cdots x_n^{\alpha_n} \) for \( n \)-tuple \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_n) \) of exponents. For instance, for \( \alpha = (2, 0, 1) \) we get \( x^\alpha = x_1^2x_3^1 = x_1^2x_3 \). We define the total degree \( d \) of a monomial with exponent \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_n) \) as \( d = \alpha_1 + \alpha_2 + \cdots + \alpha_n \). Hence \( x^{(2,0,1)} \) has total degree equal to three.

With this notation, polynomials with rational coefficients can be written in the form

\[
f = \sum_{\alpha} a_\alpha x^\alpha, \quad a_\alpha \in \mathbb{Q}
\]

(3.1)

where the sum is over a finite set of \( n \)-tuples \( \alpha \in \mathbb{Z}_{\geq 0}^n \). The set of all polynomials in unknowns \( x_1, x_2, \ldots, x_n \) and rational coefficients will be denoted by \( \mathbb{Q}[x_1, x_2, \ldots, x_n] \).

There is an infinite (countable) number of monomials. If we order monomials in some way (and we will discuss some useful orderings later), we can also understand polynomials as infinite sequences of rational numbers with a finite number of non-zero elements. For instance, polynomial \( x_1x_2^2 + 2x_2^3 + 3x_1 + 4 \) can be understood as an infinite sequence

\[
(4 \ 3 \ 0 \ 0 \ 0 \ 0 \ 0 \ 2 \ 1 \ 0 \ \cdots )
\]

\[
1 \ x_1 \ x_2^2 \ x_1^3 \ x_2 \ x_1x_2 \ x_1^2x_2 \ x_2^3 \ x_1x_2^2 \ x_2^3 \ \cdots
\]

with exactly four non-zero elements 1, 2, 3, 4.

Polynomials with rational coefficients can be also understood as complex functions. We evaluate polynomial \( f \) on a point \( \vec{p} \in \mathbb{C}^n \) as

\[
f(\vec{p}) = \left( \sum_{\alpha} a_\alpha x^\alpha \right)(\vec{p}) = \sum_{\alpha} a_\alpha \vec{p}^\alpha = \sum_{\alpha} a_\alpha \vec{p}_1^{\alpha_1} \vec{p}_2^{\alpha_2} \cdots \vec{p}_n^{\alpha_n}
\]

which reflects that the evaluated polynomial is a linear combination of the evaluated monomials. For instance, we may write \( (x_1x_2^2 + 2x_2^3 + 3x_1 + 4)(1, 2) = x_1x_2^2(1, 2) + 2x_2^3(1, 2) + 3x_1x_2^2(1, 2) + 4x_1x_2^3(1, 2) = 4 + 8 + 3 + 4 = 19 \).
3.2 Systems of linear polynomial equations in several unknowns

Solving systems of linear polynomial equations is well understood. Let us give a familiar example. Consider the following system of three linear polynomial equations in three unknowns

\[
\begin{align*}
2x_1 + x_2 + 3x_3 &= 0 \\
4x_1 + 3x_2 + 2x_3 &= 0 \\
2x_1 + x_2 + 1x_3 &= 2
\end{align*}
\]

and write it in the standard matrix form

\[
\begin{bmatrix}
2 & 1 & 3 \\
4 & 3 & 2 \\
2 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
2
\end{bmatrix}
\]

Using the Gaussian elimination \[5\], we obtain an equivalent system

\[
\begin{bmatrix}
2 & 1 & 3 \\
0 & 1 & -4 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
-1
\end{bmatrix}
\]

We see that the system has exactly one solution \(x_1 = 7/2, x_2 = -4, x_3 = -1\).

We notice that the key point of this method is to produce a system in a “triangular shape” such that there is an equation in single unknown \(f_3(x_3) = 0\), an equation in two unknowns \(f_2(x_2, x_3)\) and so on. We can thus solve for \(x_3\) and then transform \(f_2\) by substitution into an equation in a single unknown and solve for \(x_2\) and so on.

3.3 One non-linear polynomial equation in one unknown

Solving one (non-linear) polynomial equation in one unknown is also well understood. The problem can be transferred to computation of eigenvalues of a matrix. Let us illustrate the approach on a simple example. Consider the following polynomial equation

\(f = x^3 + 4x^2 + x - 6 = 0\)

We can construct companion matrix \[5\]

\[
M_x = \begin{bmatrix}
0 & 0 & 6 \\
1 & 0 & -1 \\
0 & 1 & -4
\end{bmatrix}
\]

of polynomial \(f\). We now compute the characteristic polynomial of \(M_x\)

\[
|xI - M_x| = \begin{bmatrix}
x & 0 & -6 \\
-1 & x & 1 \\
0 & -1 & x + 4
\end{bmatrix} = x^3 + 4x^2 + x - 6
\]

and see that we are getting polynomial \(f\). Hence, eigenvalues of \(M_x\), 1, -2, -3, are the solutions to equation \(f = 0\).
This procedure applies in general when the coefficient at the highest power of $x$ is equal to one \cite{5}, i.e. when we normalize the equation. Obviously, such a normalization, which amounts to division by a non-zero number, produces an equivalent equation with the same solutions.

The general rule for constructing the companion matrix $M_x$ for polynomial $f = x^n + a_{n-1}x^{n-1} + a_{n-2}x^{n-2} + \cdots + a_1 x + a_0$ is \cite{5}

$$
M_x = \begin{bmatrix}
0 & 0 & \cdots & 0 & -a_0 \\
1 & 0 & \cdots & 0 & -a_1 \\
\vdots \\
0 & 0 & \cdots & 1 & -a_{n-1}
\end{bmatrix}
$$

Notice that eigenvalue computation must be in general approximate. In general, roots of polynomials of degrees higher than four can’t be expressed as finite formulas from the coefficients $a_i$ using addition, multiplication and roots \cite{11}.

### 3.4 Several non-linear polynomial equations in several unknowns

#### 3.4.1 Solving for one unknown after another

Let us now present a technique for transforming a system of polynomial equations with a finite number of solutions into a system that will contain a polynomial in the “last” unknown, say $x_n$, only. Achieving that will allow for solving for $x_n$ and reducing the problem from $n$ to $n-1$ unknowns and so on until we solve for all unknowns. Let us illustrate the technique on an example.

Consider the following system of polynomial equations

$$
\begin{align*}
f_1 &= x_1^2 + x_2^2 - 1 = 0 \\
f_2 &= 25 x_1 x_2 - 15 x_1 - 20 x_2 + 12 = 0
\end{align*}
$$

and rewrite it in a matrix form

$$
\begin{bmatrix}
1 & 0 & 0 & 1 & 0 & -1 \\
0 & 25 & -15 & 0 & -20 & 12
\end{bmatrix}
\begin{bmatrix}
x_1^2 \\
x_1 x_2 \\
x_1 \\
x_2 \\
x_2^2 \\
x_2
\end{bmatrix}
= \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \text{ or shorter as } 
\begin{bmatrix}
x_1^2 & x_1 x_2 & x_2 & x_2^2 & x_1 & 1 \\
1 & 0 & 0 & 1 & 0 & -1 \\
0 & 25 & -20 & 0 & -15 & 12
\end{bmatrix}
$$

Now, it is clear that $f = 0$ implies $gf = 0$ for any $g \in \mathbb{Q}[x_1, \ldots, x_n]$. For instance $x_1^2 + x_2^2 - 1 = 0$ implies, e.g., $x_1(x_1^2 + x_2^2 - 1) = 0$ and $25 x_1 x_2 - 15 x_1 - 20 x_2 + 12$ implies $x_2(25 x_1 x_2 - 15 x_1 - 20 x_2 + 12)$.

Hence, adding such “new” equations to the original system does not change the set of solutions of the original system. On the other hand, polynomials $f$, $xf$ are certainly linearly independent when $f \neq 0$ since then $xf$ has degree strictly greater than degree of $f$. Hence, by adding $xf$, we have a chance to add another independent row to the matrix (3.4).
Let us now, e.g., add equations \( x_1(x_1^2 + x_2^2 - 1) = 0 \) and \( x_2(25x_1x_2 - 15x_1 - 20x_2 + 12) \) to system (3.2) and write it in the matrix form as

\[
\begin{bmatrix}
  x_1 x_2^2 & x_2^2 & x_1 x_2 & x_2 & x_1^3 & x_1^2 & x_1 & 1 \\
 0 & 1 & 0 & 0 & 1 & 0 & -1 & f_1 \\
 0 & 0 & 25 & -20 & 0 & 0 & -15 & 12 & f_2 \\
 1 & 0 & 0 & 0 & 1 & 0 & -1 & 0 & x_1 f_1 \\
 25 & -20 & -15 & 12 & 0 & 0 & 0 & 0 & x_2 f_2
\end{bmatrix}
\] (3.5)

We have marked each row of the coefficients with its corresponding equation. We see that two more rows have been added but also two new monomials, \( x_1 x_2^2 \) and \( x_1^3 \), emerged. The next step will be to eliminate (3.5) by Gaussian eliminations to get

\[
\begin{bmatrix}
  x_1 x_2^2 & x_2^2 & x_1 x_2 & x_2 & x_1^3 & x_1^2 & x_1 & 1 \\
 1 & 0 & 0 & 0 & 1 & 0 & -1 & 0 & f_1 \\
 0 & 1 & 0 & 0 & 1 & 0 & -1 & 0 & f_3 \\
 0 & 0 & 25 & -20 & 0 & 0 & -15 & 12 & f_4 \\
 0 & 0 & 0 & 0 & -125 & 100 & 80 & -64 & f_4
\end{bmatrix}
\] (3.6)

We see that the last row of coefficients gives equation in single unknown \( x_1 \)

\[
f_4 = -125 x_1^3 + 100 x_1^2 + 80 x_1 - 64 = 0
\]

Notice that we have been ordering the monomials corresponding to the columns of the matrix such that we have all monomials in sole \( x_1 \) at the end.

It can be shown [2] that the above procedure works for every system of polynomial equations \( \{f_1, f_2, \ldots, f_k\} \) from \( \mathbb{Q}[x_1, \ldots, x_n] \) with a finite number of solutions. In particular, there always are \( k \) finite sets \( M_i, i = 1, \ldots, k \) of monomials such that the extended system

\[
\{f_1, f_2, \ldots, f_k\} \cup \{m f_j | m \in M_j, j = 1, \ldots, k\}
\]

obtained by adding for each \( f_j \) its multiples by all monomials in \( M_j \), has matrix \( A \) with the following nice property. If the last columns of \( A \) correspond to all monomials in a single unknown \( x_i \) (including 1, which is \( x_i^0 \)), then the last non-zero row of matrix \( B \), obtained by Gaussian elimination of \( A \), produces a polynomials in single unknown \( x_i \).

This is a very powerful technique. It gives us a tool how to solve all systems of polynomial equations with a finite number of solutions. In practice, the main problem is how to find small sets \( M_i \) in acceptable time. Consider that the number of monomials of total degree at most \( d \) in \( n \) unknowns is given by the combination number \( \binom{n+d}{d} \). Hence, in general, the size of the matrix is growing very quickly as a function of \( n \) and \( d \) needed to get the result. Practical algorithms, e.g., F4 [2], use many tricks how to select small sets of monomials and how to efficiently compute in exact arithmetics over rational numbers.

Let us now return to our example above. We can solve the \( f_4 = 0 \) for \( x_1 \) and substitute all solutions to \( f_3 = 0 \) from the third row, which, for known \( x_1 \), is an equation in single unknown \( x_2 \)

\[
f_3 = 25x_1x_2 - 20x_2 - 15x_1 + 12 = (25x_1 - 20)x_2 - 15x_1 + 12 = 0
\]

That gives us solutions for \( x_2 \).
4 Affine space

Let us study the affine space, an important structure underlying geometry and its algebraic representation. The affine space is closely connected to the linear space. The connection is so intimate that the two spaces are sometimes not even distinguished. Consider, for instance, function \( f : \mathbb{R} \rightarrow \mathbb{R} \) with non-zero \( a, b \in \mathbb{R} \)

\[
f(x) = ax + b \quad (4.1)
\]

It is often called “linear” but it is not a linear function \([6, 7, 5]\) since for every \( \alpha \in \mathbb{R} \) there holds

\[
f(\alpha x) = \alpha ax + b = \alpha (ax + b) = \alpha f(x) \quad (4.2)
\]

In fact, \( f \) is an affine function, which becomes a linear function only for \( b = 0 \).

In geometry, we need to be very precise and we have to clearly distinguish affine from linear. Let us therefore first review the very basics of linear spaces, and in particular their relationship to geometry, and then move to the notion of affine spaces.

4.1 Vectors

Let us start with geometric vectors and study the rules of their manipulation.

Figure 4.1(a) shows the space of points \( P \), which we live in and intuitively understand. We know what is an oriented line segment, which we also call a marked ruler (or just a ruler). A

Figure 4.1: (a) The space around us consists of points. Rulers (marked oriented line segments) can be aligned (b) and translated (c) and thus used to transfer, but not measure, distances.
marked ruler is oriented from its origin towards its end, which is actually a mark (represented by an arrow in Figure 4.1(b)) on a thought infinite ruler, Figure 4.1(b). We assume that we are able to align the ruler with any pair of points \( x, y \), so that the ruler begins in \( x \) and a mark is made at the point \( y \). We also know how to align a marked ruler with any pair of distinct points \( u, v \) such that the ruler begins in \( u \) and aligns with the line connecting \( u \) and \( v \) in the direction towards point \( v \). The mark on so aligned ruler determines another point, call it \( z \), which is collinear with points \( u, v \). We know how to translate, Figure 4.1(c), a ruler in this space.

To define geometric vectors, we need to first define geometric scalars.

### 4.1.1 Geometric scalars

Geometric scalars \( S \) are horizontal oriented rulers. The ruler, which has its origin identical with its end is called 0. Geometric scalars are equipped with two geometric operations, addition \( a + b \) and multiplication \( a \cdot b \), defined for every two elements \( a, b \in S \).

Figure 4.2(a) shows addition \( a + b \). We translate ruler \( b \) to align origin of \( b \) with the end of \( a \) and obtain ruler \( a + b \).

Figure 4.2(b) shows multiplication \( a \cdot b \). To perform multiplication, we choose a unit ruler \( "1" \) and construct its additive inverse \(-1\) using \( 1 + (-1) = 0 \). This introduces orientation to scalars. Scalars aiming to the same side as \(1\) are positive and scalars aiming to the same side as \(-1\) are negative. Scalar 0 is neither positive, nor negative. Next we define multiplication by \(-1\) such that \(-1 \cdot a = -a\), i.e. \(-1\) times \( a \) equals the additive inverse of \( a \). Finally, we define multiplication of non-negative (i.e. positive and zero) rulers \( a, b \) as follows. We align \( a \) with 1 such that origins of 1 and \( a \) coincide and such that the rulers contain an acute non-zero angle. We align \( b \) with 1 and construct ruler \( a \cdot b \) by a translation, e.g. as shown in Figure 4.2(b)\(^1\).

All constructions used were purely geometrical and were performed with real rulers. We can verify that so defined addition and multiplication of geometric scalars satisfy all rules of addition.

\(^1\)Notice that \( a \cdot b \) is well defined since it is the same for all non-zero angles contained by \( a \) and 1.
4.1.2 Geometric vectors

Ordered pairs of points, such as \((x, y)\) in Figure 4.3(a), are called geometric vectors and denoted as \(\overrightarrow{xy}\), i.e. \(\overrightarrow{xy} = (x, y)\). Symbol \(\overrightarrow{xy}\) is often replaced by a simpler one, e.g. by \(\overrightarrow{a}\). The set of all geometric vectors is denoted by \(A\).

4.1.3 Bound vectors

Let us now choose one point \(o\) and consider all pairs \((o, x)\), where \(x\) can be any point, Figure 4.3(a). We obtain a subset \(A_o\) of \(A\), which we call geometric vectors bound to \(o\), or just bound vectors when it is clear to which point they are bound. We will write \(\overrightarrow{ox}\) as shown on Figure 4.3(b). We take a ruler and align it with \(\overrightarrow{ox}\), Figure 4.3(c). Then we translate the ruler to align its begin with point \(y\), Figure 4.3(d). The end of the ruler determines point \(z\). We define a new bound vector, which we denote \(\overrightarrow{yz}\), as the pair \((o, z)\), Figure 4.3(e). Figures 4.3(f-j) demonstrate that addition gives the same result when we exchange (commute) vectors \(\overrightarrow{ox}\) and \(\overrightarrow{oy}\), i.e. \(\overrightarrow{ox} \oplus \overrightarrow{oy} = \overrightarrow{oy} \oplus \overrightarrow{ox}\). We notice that for every point \(x\), there is exactly one point \(x'\) such that \((o, x) \oplus (o, x') = (o, o)\), i.e. \(\overrightarrow{ox} \oplus \overrightarrow{x'} = \overrightarrow{0}\). Bound vector \(\overrightarrow{x'}\) is the inverse to \(\overrightarrow{ox}\) and is denoted as \(-\overrightarrow{ox}\). Bound vectors are invertible w.r.t. operation \(\oplus\). Finally, we see that \((o, x) \oplus (o, o) = (o, x)\), i.e.
\( \vec{x} \oplus \vec{0} = \vec{x} \). Vector \( \vec{0} \) is the identity element of the operation \( \oplus \). Clearly, operation \( \oplus \) behaves exactly as addition of scalars – it is a commutative group \([11, 14]\).

Secondly, we define the multiplication of a bound vector by a geometric scalar \( \odot \): \( S \times A_o \rightarrow A_o \), where \( S \) are geometric scalars and \( A_o \) are bound vectors. Operation \( \odot \) is a mapping which takes a geometric scalar (a ruler) and a bound vector and delivers another bound vector.

Figure 4.4 shows that to multiply a bound vector \( \vec{x} = (o, x) \) by a geometric scalar \( a \), we consider the ruler \( b \) whose origin can be aligned with \( o \) and end with \( x \). We multiply scalars \( a \) and \( b \) to obtain scalar \( a b \) and align \( a b \) with \( \vec{x} \) such that the origin of \( a b \) coincides with \( o \) and \( a b \) extends along the line passing through \( x \). We obtain end point \( y \) of so placed \( a b \) and construct the resulting vector \( \vec{y} = a \odot \vec{x} = (a, y) \).

We notice that addition \( \oplus \) and multiplication \( \odot \) of horizontal bound vectors coincides exactly with addition and multiplication of scalars.

### 4.2 Linear space

We can verify that for every two geometric scalars \( a, b \in S \) and every three bound vectors \( \vec{x}, \vec{y}, \vec{z} \in A_o \) with their respective operations, there holds the following eight rules

\[
\begin{align*}
\vec{x} \oplus (\vec{y} \oplus \vec{z}) &= (\vec{x} \oplus \vec{y}) \oplus \vec{z} \quad (4.3) \\
\vec{x} \oplus \vec{y} &= \vec{y} \oplus \vec{x} \quad (4.4) \\
\vec{x} \oplus \vec{0} &= \vec{x} \quad (4.5) \\
\vec{x} \oplus -\vec{x} &= \vec{0} \quad (4.6) \\
1 \odot \vec{x} &= \vec{x} \quad (4.7) \\
(a \cdot b) \odot \vec{x} &= a \odot (b \odot \vec{x}) \quad (4.8) \\
a \odot (\vec{x} \oplus \vec{y}) &= (a \odot \vec{x}) \oplus (a \odot \vec{y}) \quad (4.9) \\
(a + b) \odot \vec{x} &= (a \odot \vec{x}) \oplus (b \odot \vec{x}) \quad (4.10)
\end{align*}
\]

These rules are known as axioms of a linear space \([6, 7, 4]\). Bound vectors are one particular model of the linear space. There are many other very useful models, e.g. n-tuples of real or rational numbers for any natural \( n \), polynomials, series of real numbers and real functions. We will give some particularly simple examples useful in geometry later.

The next concept we will introduce are coordinates of bound vectors. To illustrate this concept, we will work in a plane. Figure 4.5 shows two non-collinear bound vectors \( \vec{b}_1, \vec{b}_2 \), which
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Figure 4.4: Multiplication of the bound vector \( \vec{x} \) by a geometric scalar \( a \) is realized by aligning rulers to vectors and multiplication of geometric scalars.
we call basis, and another bound vector \( \vec{x} \). We see that there is only one way how to choose scalars \( x_1 \) and \( x_2 \) such that vectors \( x_1 \odot \vec{b}_1 \) and \( x_2 \odot \vec{b}_2 \) add to \( \vec{x} \), i.e.

\[
\vec{x} = x_1 \odot \vec{b}_1 \oplus x_2 \odot \vec{b}_2
\]  

(4.11)

Scalars \( x_1, x_2 \) are coordinates of \( \vec{x} \) in (ordered) basis \([\vec{b}_1, \vec{b}_2]\).

### 4.3 Free vectors

We can choose any point from \( A \) to construct bound vectors and all such choices will lead to the same manipulation of bound vector and to the same axioms of a linear space. Figure 4.6 shows two such choices for points \( o \) and \( o' \).

We take bound vectors \( \vec{b}_1 = (o, b_1), \vec{b}_2 = (o, b_2), \vec{x} = (o, x) \) at \( o \) and construct bound vectors \( \vec{b}_1' = (o', b_1'), \vec{b}_2' = (o', b_2'), \vec{x}' = (o', x') \) at \( o' \) by translating \( x \) to \( x' \), \( b_1 \) to \( b_1' \) and \( b_2 \) to \( b_2' \) by the same translation. Coordinates of \( \vec{x} \) w.r.t. \([\vec{b}_1, \vec{b}_2]\) are equal to coordinates of \( \vec{x}' \) w.r.t. \([\vec{b}_1', \vec{b}_2']\). This interesting property allows us to construct another model of a linear space, which plays an important role in geometry.

Let us now consider the set of all geometric vectors \( A \). Figure 4.7(a) shows an example of a few points and a few geometric vectors. Let us partition \([1]\) the set \( A \) of geometric vectors.

Figure 4.6: Two sets of bound vectors \( A_o \) and \( A_{o'} \). Coordinates of \( \vec{x} \) w.r.t. \([\vec{b}_1, \vec{b}_2]\) are equal to coordinates of \( \vec{x}' \) w.r.t. \([\vec{b}_1', \vec{b}_2']\).
Figure 4.7: The set $A$ of all geometric vectors (a) can be partitioned into subsets which are called free vectors. Two free vectors $A_{(o,x)}$ and $A_{(o,y)}$, i.e. subsets of $A$, are shown in (b).

Figure 4.8: Free vector $A_{(o,x)}$ is added to free vector $A_{(p,y)}$ by translating $(o, x)$ to $(q, x')$ and $(p, y)$ to $(q, y')$, adding bound vectors $(q, z) = (q, x') \oplus (q, y')$ and setting $A_{(o,x)} \boxplus A_{(p,y)} = A_{(q,z)}$.

into disjoint subsets $A_{(o,x)}$ such that we choose one bound vector $(o, x)$ and put to $A_{(o,x)}$ all geometric vectors that can be obtained by a translation of $(o, x)$. Figure 4.7(b) shows two such partitions $A_{(o,x)}$, $A_{(o,y)}$. It is clear that $A_{(o,x)} \cap A_{(o,x')} = \emptyset$ for $x \neq x'$ and that every geometric vector is in some (and in exactly one) subset $A_{(o,x)}$.

Two geometric vectors $(o, x)$ and $(o', x')$ form two subsets $A_{(o,x)}$, $A_{(o', x')}$ which are equal if and only if $(o', x')$ is related by a translation to $(o, x)$.

“To be related by a translation” is an equivalence relation [1]. All geometric vectors in $A_{(o,x)}$ are equivalent to $(o, x)$.

There are as many sets in the partition as there are bound vectors at a point. We can define the partition by geometric vectors bound to any point $o$ because if we choose another point $o'$, then for every point $x$, there is exactly one point $x'$ such that $(o, x)$ can be translated to $(o', x')$.

We denote the set of subsets $A_{(o,x)}$ by $V$. Let us see that we can equip set $V$ with a meaningful addition $\oplus$: $V \times V \rightarrow V$ and multiplication $\square$: $S \times V \rightarrow V$ by geometrical scalars $S$ such that it will become a model of the linear space. Elements of $V$ will be called free vectors.

We define the sum of $\vec{x} = A_{(o,x)}$ and $\vec{y} = A_{(o,y)}$, i.e. $\vec{z} = \vec{x} \oplus \vec{y}$ is the set $A_{(o,x)} \oplus A_{(o,y)}$. Multiplication of $\vec{x} = A_{(o,x)}$ by geometrical scalar $a$ is defined analogically, i.e. $a \square \vec{x}$ equals the set $A_{a\oplus(o,x)}$. We see that the result of $\oplus$ and $\square$ does not depend on the choice of $o$. We have constructed the linear space $V$ of free vectors.
§ 1 Why so many vectors?  In the literature, e.g. in [4, 5, 8], linear spaces are often treated purely axiomatically and their geometrical models based on geometrical scalars and vectors are not studied in detail. This is a good approach for a pure mathematician but in engineering we use the geometrical model to study the space we live in. In particular, we wish to appreciate that good understanding of the geometry of the space around us calls for using bound as well as free vectors.

4.4 Affine space

We saw that bound vectors and free vectors were (models of) a linear space. On the other hand, we see that the set of geometric vectors \( A \) is not (a model of) a linear space because we do not know how to meaningfully add (by translation) geometric vectors which are not bound to the same point. The set of geometric vectors is an affine space.

The affine space connects points, geometric scalars, bound geometric vectors and free vectors in a natural way.

Two points \( x \) and \( y \), in this order, give one geometric vector \((x, y)\), which determines exactly one free vector \( \vec{v} = A_{(x, y)} \). We define function \( \varphi: A \to V \), which assigns to two points \( x, y \in P \) their corresponding free vector \( \varphi(x, y) = A_{(x, y)} \).

Consider a point \( a \in P \) and a free vector \( \vec{x} \in V \). There is exactly one geometric vector \((a, x)\), with \( a \) at the first position, in the free vector \( \vec{x} \). Therefore, point \( a \) and free vector \( \vec{x} \) uniquely define point \( x \). We define function \( \#: P \times V \to P \), which takes a point and a free vector and delivers another point. We write \( a \# \vec{x} = x \) and require \( \vec{x} = \varphi(a, x) \).

Consider three points \( x, y, z \in P \), Figure 4.9. We can produce three free vectors \( \vec{u} = \varphi(x, y) = A_{(x, y)} \), \( \vec{v} = \varphi(y, z) = A_{(y, z)} \), \( \vec{w} = \varphi(x, z) = A_{(x, z)} \). Let us investigate the sum \( \vec{u} \oplus \vec{v} \). Chose the representatives of the free vectors, such that they are all bound to \( x \), i.e. bound vectors \((x, y) \in A_{x,y}\), \((x, t) \in A_{x,t}\) and \((x, z) \in A_{x,z}\). Notice that we could choose the pairs of original points to represent the first and the third free vector but we had to introduce a new pair of points, \((x, t)\), to represent the second free vector. Clearly, there holds \( (x, y) \oplus (x, t) = (x, z) \). We now see, Figure 4.9, that \((y, z)\) is related to \((x, t)\) by a translation and therefore

\[
\vec{u} \oplus \vec{v} = A_{(x,y)} \ominus A_{(y,z)} = A_{(x,y)} \ominus A_{(x,z)} = A_{(x,y)\oplus(x,z)} = A_{(x,z)} = \vec{w} \quad (4.12)
\]
Figure 4.10: Affine space $(P, L, \varphi)$, its geometric vectors $(x, y) \in A = P \times P$ and free vector space $L$ and the canonical assignment of pairs of points $(x, y)$ to the free vector $A(x, y)$. Operations $\oplus$, $\ominus$, combining vectors with vectors, and $\mp$, combining points with vectors, are illustrated.

Figure 4.10 shows the operations explained above in Figure 4.9 but realized using the vectors bound to another point $o$.

The above rules are known as axioms of affine space and can be used to define even more general affine spaces.

§ 1 Remark on notation We were carefully distinguishing operations $(+, \varnothing)$ over scalars, $(\oplus, \ominus)$ over bound vectors, $(\boxplus, \boxminus)$ over free vectors, and function $\mp$ combining points and free vectors. This is very correct but rarely used. Often, only the symbols introduced for geometric scalars are used for all operations, i.e.

\begin{align}
+ & \equiv +, \oplus, \boxplus, \mp \\
\equiv & \ominus, \ominus, \boxminus 
\end{align}

(4.13) (4.14)

§ 2 Affine space Triple $(P, L, \varphi)$ with a set of points $P$, linear space $(L, \boxplus, \boxminus)$ (over some field of scalars) and a function $\varphi: P \times P \to L$, is an affine space when

A1 $\varphi(x, z) = \varphi(x, y) \boxplus \varphi(y, z)$ for every three points $x, y, z \in P$

A2 for every $o \in P$, the function $\varphi_o: P \to L$, defined by $\varphi_o(x) = \varphi(o, x)$ for all $x \in P$ is a bijection [1].

Axiom A1 calls for an assignment of pairs of point to vectors. Axiom A2 then makes this assignment such that it is one-to-one when the first argument of $\varphi$ is fixed.

We can define another function $\oplus: P \times L \to P$, defined by $o \oplus \overline{x} = \varphi^{-1}_o(\overline{x})$, which means $\varphi(o, o \oplus \overline{x}) = \overline{x}$ for all $\overline{x} \in L$. This function combines points and vectors in a way that is very similar to addition and hence is sometimes denoted by $+$ instead of more correct $\oplus$. 
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In our geometrical model of $A$ discussed above, function $\varphi$ assigned to a pair of points $x, y$ their corresponding free vector $A_{(x,y)}$. Function $\#$, on the other hand, takes a point $x$ and a free vector $\vec{v}$ and gives another points $y$ such that the bound vector $(x, y)$ is a representative of $\vec{v}$, i.e. $A_{(x,y)} = \vec{v}$.

### 4.5 Coordinate system in affine space

We see that function $\varphi$ assigns the same vector from $L$ to many different pairs of points from $P$. To represent uniquely points by vectors, we select a point $o$, called the origin of affine coordinate system and represent point $x \in P$ by its position vector $\vec{x} = \varphi(o, x)$. In our geometric model of $A$ discussed above, we thus represent point $x$ by bound vector $(o, x)$ or by point $o$ and free vector $A_{(o,x)}$.

To be able to compute with points, we now pass to the representation of points in $A$ by coordinate vectors. We choose a basis $\beta = (\vec{b}_1, \vec{b}_2, \ldots)$ in $L$. That allows us to represent point $x \in P$ by a coordinate vector $\vec{x} = \left[ x_1 \ x_2 \ \vdots \right]$, such that $\vec{x} = x_1 \vec{b}_1 + x_2 \vec{b}_2 + \cdots$ (4.15)

The pair $(o, \beta)$, where $o \in P$ and $\beta$ is a basis of $L$ is called an affine coordinate system (often shortly called just coordinate system) of affine space $(P, L, \varphi)$.

Let us now study what happens when we choose another point $o'$ and another basis $\beta' = (\vec{b}_1', \vec{b}_2', \ldots)$ to represent $x \in P$ by coordinate vectors, Figure 4.11. Point $x$ is represented twice: by coordinate vector $\vec{x}_\beta = \varphi(o, x)_\beta = A_{(o,x)_\beta}$ and by coordinate vector $\vec{x}'_{\beta'} = \varphi(o', x)_{\beta'} = A_{(o',x)_\beta'}$.

To get the relationship between the coordinate vectors $\vec{x}_\beta$ and $\vec{x}'_{\beta'}$, we employ the triangle equality

$$\varphi(o, x) = \varphi(o, o') \oplus \varphi(o', x)$$

(4.16)

$$\vec{x} = \vec{o}' \oplus \vec{x}'$$

(4.17)

which we can write in basis $\beta$ as (notice that we replace $\oplus$ by $+$ to emphasize that we are adding coordinate vectors)

$$\vec{x}_\beta = \vec{x}'_{\beta} + \vec{o}'_{\beta}$$

(4.18)
Figure 4.12: Affine space \( (P, V, \varphi) \) of solutions to a linear system is the set of vectors representing points on line \( p \). In coordinate system \((\vec{o}, \vec{u})\), vector \( \vec{x} \) has coordinate 1. The subspace \( V \) of solutions to the associated homogeneous system is the associated linear space. Function \( \varphi \) assigns to two points \( \vec{o}, \vec{x} \) the vector \( \vec{u} = \vec{y} - \vec{x} \).

and use the matrix \( A \) transforming coordinates of vectors from basis \( \beta' \) to \( \beta \) to get the desired relationship

\[
\vec{x}_{\beta} = A \vec{x'}_{\beta'} + \vec{o'}_{\beta}
\]  

(4.19)

Columns of \( A \) correspond to coordinate vectors \( \vec{b}_{1\beta}^{'}, \vec{b}_{2\beta}^{'}, \ldots \). When presented with a situation in a real affine space, we can measure those coordinates by a ruler on a particular representation of \( L \) by geometrical vectors bound to, e.g., point \( o \).

4.6 An example of affine space

Let us now present an important example of affine space.

4.6.1 Affine space of solutions of a system of linear equations

When looking at the following system of linear equations in \( \mathbb{R}^2 \)

\[
\begin{bmatrix}
1 & 1 \\
-1 & -1 \\
\end{bmatrix} \begin{bmatrix}
\vec{x} \\
\end{bmatrix} = \begin{bmatrix}
2 \\
-2 \\
\end{bmatrix}
\]  

(4.20)

we immediately see that there is an infinite number of solutions. They can be written as

\[
\vec{x} = \begin{bmatrix}
2 \\
0 \\
\end{bmatrix} + \tau \begin{bmatrix}
1 \\
-1 \\
\end{bmatrix}, \quad \tau \in \mathbb{R}
\]  

(4.21)

or as a sum of a particular solution \( [2, 0]^\top \) and the set of solutions \( \vec{v} = \tau [-1, 1]^\top \) of the accompanied homogeneous system

\[
\begin{bmatrix}
1 & 1 \\
-1 & -1 \\
\end{bmatrix} \vec{v} = \begin{bmatrix}
0 \\
0 \\
\end{bmatrix}
\]  

(4.22)
Figure 4.12 shows that the affine space \((P, V, \varphi)\) of solutions to the linear system (4.20) is the set of vectors representing points on line \(p\). The subspace \(V\) of solutions to the accompanied homogeneous system (4.22) is the linear space associated to \(A\) by function \(\varphi\), which assigns to two points \(\vec{x}, \vec{y} \in A\) the vector \(\vec{u} = \vec{y} - \vec{x} \in V\). If we choose \(\vec{o} = [2, 0]^T\) as the origin in \(A\) and vector \(\vec{b} = \varphi(\vec{o}, \vec{x}) = \vec{x} - \vec{o}\) as the basis of \(V\), vector \(\vec{x}\) has coordinate 1.

We see that, in this example, points of \(A\) are actually vectors of \(\mathbb{R}^2\), which are the solution to the system (4.20). The vectors of \(V\) are the vectors of \(\mathbb{R}^2\), which are solutions to the associated homogeneous linear system (4.22).
5 Motion

Let us introduce a mathematical model of rigid motion in three-dimensional Euclidean space. The important property of rigid motion is that it only relocates objects without changing their shape. Distances between points on rigidly moving objects remain unchanged. For brevity, we will use “motion” for “rigid motion”.

5.1 Change of position vector coordinates induced by motion

Figure 5.1: Representation of motion. (a) Alias representation: Point $X$ is represented in two coordinate systems. (b) Alibi representation: Point $X$ move together with the coordinate system into point $Y$.

§ 1 Alias representation of motion\(^1\). Figure 5.1(a) illustrates a model of motion using coordinate systems, points and their position vectors. A coordinate system $(O, \beta)$ with origin $O$ and basis $\beta$ is attached to a moving rigid body. As the body moves to a new position, a new coordinate system $(O', \beta')$ is constructed. Assume a point $X$ in a general position w.r.t. the body, which is represented in the coordinate system $(O, \beta)$ by its position vector $\vec{x}$. The same point $X$ is represented in the coordinate system $(O', \beta')$ by its position vector $\vec{x}'$. The motion induces a mapping $\vec{x}_{\beta'} \mapsto \vec{x}_{\beta}$. Such a mapping also determines the motion itself and provides its convenient mathematical model.

\(^1\)The terms alias and alibi were introduced in the classical monograph [14].
Let us derive the formula for the mapping $\vec{x}'_{\beta'} \mapsto \vec{x}_{\beta}$ between the coordinates $\vec{x}'_{\beta'}$ of vector $\vec{x}'$ and coordinates $\vec{x}_{\beta}$ of vector $\vec{x}$. Consider the following equations:

\begin{align}
\vec{x} &= \vec{x}' + \vec{o}' \\
\vec{x}_{\beta} &= \vec{x}'_{\beta} + \vec{o}'_{\beta} \\
\vec{x}'_{\beta'} &= \begin{bmatrix} \vec{b}'_{1\beta} & \vec{b}'_{2\beta} & \vec{b}'_{3\beta} \end{bmatrix} \vec{x}'_{\beta'} + \vec{o}'_{\beta'} \\
\vec{x}_{\beta'} &= R \vec{x}'_{\beta'} + \vec{o}'_{\beta'}
\end{align}

Vector $\vec{x}$ is the sum of vectors $\vec{x}'$ and $\vec{o}'$, Equation 5.1. We can express all vectors in (the same) basis $\beta$, Equation 5.2. To pass to the basis $\beta'$ we introduce matrix $R = \begin{bmatrix} \vec{b}'_{1\beta} & \vec{b}'_{2\beta} & \vec{b}'_{3\beta} \end{bmatrix}$, which transforms the coordinates of vectors from $\beta'$ to $\beta'$, Equation 5.4. Columns of matrix $R$ are coordinates $\vec{b}'_{1\beta}, \vec{b}'_{2\beta}, \vec{b}'_{3\beta}$ of basic vectors $\vec{b}_1, \vec{b}_2, \vec{b}_3$ of basis $\beta$ in basis $\beta'$. 

### § 2 Alibi representation of motion.

An alternative model of motion can be developed from the relationship between the points $X$ and $Y$ and their position vectors in Figure 5.1(b). The point $Y$ is obtained by moving point $X$ altogether with the moving object. It means that the coordinates $\vec{y}'_{\beta'}$ of the position vector $\vec{y}'$ of $Y$ in the coordinate system $(O', \beta')$ equal the coordinates $\vec{x}_{\beta}$ of the position vector $\vec{x}$ of $X$ in the coordinate system $(O, \beta)$, i.e.

\begin{align}
\vec{y}'_{\beta'} &= \vec{x}_{\beta} \\
\vec{y}'_{\beta'} - \vec{o}'_{\beta'} &= \vec{x}_{\beta} \\
R^{-1} (\vec{y}'_{\beta} - \vec{o}'_{\beta}) &= \vec{x}_{\beta} \\
\vec{y}'_{\beta} &= R \vec{x}_{\beta} + \vec{o}'_{\beta}
\end{align}

Equation 5.5 describes how is the point $X$ moved to point $Y$ w.r.t. the coordinate system $(O, \beta)$.

### 5.2 Rotation matrix

Motion that leaves at least one point fixed is called rotation. Choosing such a fixed point as the origin leads to $O = O'$ and hence to $\vec{o} = \vec{0}$. The motion is then fully described by matrix $R$, which is called rotation matrix.

### § 1 Two-dimensional rotation.

To understand the matrix $R$, we shall start with an experiment in two-dimensional plane. Imagine a right-angled triangle ruler as shown in Figure 5.2(a) with arms of equal length and let us define a coordinate system as in the figure. Next, rotate the triangle ruler around its tip, i.e. around the origin $O$ of the coordinate system. We know, and we can verify it by direct physical measurement, that, thanks to the symmetry of the situation, the parallelograms through the tips of $\vec{b}'_1$ and $\vec{b}'_2$ and along $\vec{b}_1$ and $\vec{b}_2$ will be rotated by 90 degrees. We see that

\begin{align}
\vec{b}'_1 &= a_{11} \vec{b}_1 + a_{21} \vec{b}_2 \\
\vec{b}'_2 &= -a_{21} \vec{b}_1 + a_{11} \vec{b}_2
\end{align}

for some real numbers $a_{11}$ and $a_{21}$. By comparing it with Equation 5.3, we conclude that

\[ R = \begin{bmatrix} a_{11} & -a_{21} \\ a_{21} & a_{11} \end{bmatrix} \]
We immediately see that
\[
R^\top R = \begin{bmatrix} a_{11} & a_{21} \\ -a_{21} & a_{11} \end{bmatrix} \begin{bmatrix} a_{11} & -a_{21} \\ a_{21} & a_{11} \end{bmatrix} = \begin{bmatrix} a_{11}^2 + a_{21}^2 & 0 \\ 0 & a_{11}^2 + a_{21}^2 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
\] (5.9)

since \((a_{11}^2 + a_{21}^2)\) is the squared length of the basic vector of \(b_1\), which is one. We derived an interesting result

\[
\begin{align*}
R^{-1} &= R^\top \\
R &= R^{-\top}
\end{align*}
\] (5.10) (5.11)

Next important observation is that for coordinates \(\vec{x}_\beta\) and \(\vec{x'}_{\beta'}\), related by a rotation, there holds true
\[
(x')^2 + (y')^2 = \vec{x'}_{\beta'}^\top \vec{x'}_{\beta'} = (R \vec{x}_{\beta})^\top R \vec{x}_{\beta} = \vec{x}_{\beta}^\top (R^\top R) \vec{x}_{\beta} = \vec{x}_{\beta}^\top \vec{x}_{\beta} = x^2 + y^2
\] (5.12)

Now, if the basis \(\beta\) was constructed as in Figure 5.2, in which case it is called an orthonormal basis, then the parallelogram used to measure coordinates \(x, y\) of \(\vec{x}\) is a rectangle, and hence \(x^2 + y^2\) is the squared length of \(\vec{x}\) by the Pythagoras theorem. If \(\beta'\) is related by rotation \(R\) \(\beta\), then also \((x')^2 + (y')^2\) is the squared length of \(\vec{x'}\), again thanks to the Pythagoras theorem.

We see that \(\vec{x}_{\beta'}^\top \vec{x}_{\beta}\) is the squared length of \(\vec{x}\) when \(\beta\) is orthonormal and that this length is preserved by computing it in the same way from the new coordinates of \(\vec{x}\) in the new coordinate system after motion. The change of coordinates induced by motion is modeled by rotation matrix \(R\), which has the desired property \(R^\top R = I\) when the bases \(\beta, \beta'\) are both orthonormal.

\section*{2 Three-dimensional rotation.}

Let us now consider three dimensions. It would be possible to generalize Figure 5.2 to three dimensions, construct orthonormal bases, and use rectangular parallelograms to establish the relationship between elements of \(R\) in three dimensions. However, the figure and the derivations would become much more complicated.

We shall follow a more intuitive path instead. Consider that we have found that with two-dimensional orthonormal bases, the lengths of vectors could be computed by the Pythagoras theorem since the parallelograms determining the coordinates were rectangular. To achieve this in three dimensions, we need (and can!) use bases consisting of three orthogonal vectors.
Figure 5.3: A three-dimensional coordinate system.

Then, again, the parallelograms will be rectangular and hence the Pythagoras theorem for three dimensions can be used analogically as in two dimensions, Figure 5.3.

Considering orthonormal bases $\beta, \beta'$, we require the following to hold true for all vectors $\vec{x}$ with $\vec{x}_\beta = [x \ y \ z]^T$ and $\vec{x}'_{\beta'} = [x' \ y' \ z']^T$

$$
(x')^2 + (y')^2 + (z')^2 = x^2 + y^2 + z^2
$$

$$
\vec{x}_{\beta'}^T \vec{x}'_{\beta'} = \vec{x}_{\beta}^T \vec{x}_{\beta}
$$

$$
(\mathbf{R} \vec{x}_{\beta})^T \mathbf{R} \vec{x}_{\beta} = \vec{x}_{\beta}^T \vec{x}_{\beta}
$$

$$
\vec{x}_{\beta}^T (\mathbf{R}^T \mathbf{R}) \vec{x}_{\beta} = \vec{x}_{\beta}^T \vec{x}_{\beta}
$$

$$
\vec{x}_{\beta}^T \mathbf{C} \vec{x}_{\beta} = \vec{x}_{\beta}^T \vec{x}_{\beta}
$$

Equation 5.13 must hold true for all vectors $\vec{x}$ and hence also for special vectors such as those with coordinates

$$
\begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix}, \begin{bmatrix}
0 \\
1 \\
0
\end{bmatrix}, \begin{bmatrix}
0 \\
1 \\
0
\end{bmatrix}, \begin{bmatrix}
1 \\
1 \\
0
\end{bmatrix}, \begin{bmatrix}
1 \\
0 \\
1
\end{bmatrix}, \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix}
$$

Equation 5.14

Let us see what that implies, e.g., for the first vector

$$
\begin{bmatrix}
1 & 0 & 0
\end{bmatrix} \mathbf{C} \begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix} = \begin{bmatrix}
1
\end{bmatrix}
$$

$$
c_{11} = 1
$$

Equation 5.15

Equation 5.16

Taking the second and the third vector leads similarly to $c_{22} = c_{33} = 1$. Now, let’s try the fourth
Again, taking the fifth and the sixth vector leads to $c_{13} + c_{31} = c_{23} + c_{32} = 0$. This brings us to the following form of $C$

$$
C = \begin{bmatrix}
1 & c_{12} & c_{13} \\
-c_{12} & 1 & c_{23} \\
-c_{13} & -c_{23} & 1
\end{bmatrix}
$$

(5.20)

Moreover, we see that $C$ is symmetric since

$$
C^T = (R^T R)^T = R^T R = C
$$

(5.21)

which leads to $-c_{12} = c_{12}$, $-c_{13} = c_{13}$ and $-c_{23} = c_{23}$, i.e. $c_{12} = c_{13} = c_{23} = 0$ and allows us to conclude that

$$
R^T R = C = I
$$

(5.22)

Interestingly, not all matrices $R$ satisfying Equation 5.22 represent motions in three-dimensional space.

Consider, e.g., matrix

$$
S = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{bmatrix}
$$

(5.23)

Matrix $S$ does not correspond to any rotation of the space since it keeps the plane $xy$ fixed and reflects all other points w.r.t. this $xy$ plane. We see that some matrices satisfying Equation 5.22 are rotations but there are also some such matrices that are not rotations. Can we somehow distinguish them?

Notice that $|S| = -1$ while $|I| = 1$. It might be therefore interesting to study the determinant of $C$ in general. Consider that

$$
1 = |I| = |(R^T R)| = |R^T| |R| = |R| |R| = (|R|)^2
$$

(5.24)

which gives that $|R| = \pm 1$. We see that the sign of the determinant splits all matrices satisfying Equation 5.22 into two groups – rotations, which have a positive determinant, and reflections, which have a negative determinant. The product of any two rotations will again be a rotation, the product of a rotation and a reflection will be a reflection and the product of two reflections will be a rotation.

To summarize, rotation in three-dimensional space is represented by a $3 \times 3$ matrix $R$ with $R^T R = I$ and $|R| = 1$. The set of all such matrices, and at the same time also the corresponding rotations, will be called $SO(3)$, for *special orthonormal three-dimensional group*. Two-dimensional rotations will be analogically denoted as $SO(2)$.
5.3 Coordinate vectors

We see that the matrix $R$ induced by motion has the property that coordinates and the basic vectors are transformed in the same way. This is particularly useful observation when $\beta$ is formed by the standard basis, i.e.

$$\beta = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \\ 1 \\ 0 \end{bmatrix}.$$

(5.25)

For a rotation matrix $R$, Equation 2.15 becomes

$$\begin{bmatrix} \vec{b}'_1 \\ \vec{b}'_2 \\ \vec{b}'_3 \end{bmatrix} = R \begin{bmatrix} \vec{b}_1 \\ \vec{b}_2 \\ \vec{b}_3 \end{bmatrix} = \begin{bmatrix} r_{11} & r_{12} & r_{13} \\ r_{21} & r_{22} & r_{23} \\ r_{31} & r_{32} & r_{33} \end{bmatrix} \begin{bmatrix} \vec{b}_1 \\ \vec{b}_2 \\ \vec{b}_3 \end{bmatrix} = \begin{bmatrix} r_{11} \vec{b}_1 + r_{12} \vec{b}_2 + r_{13} \vec{b}_3 \\ r_{21} \vec{b}_1 + r_{22} \vec{b}_2 + r_{23} \vec{b}_3 \\ r_{31} \vec{b}_1 + r_{32} \vec{b}_2 + r_{33} \vec{b}_3 \end{bmatrix}$$

(5.26)

and hence

$$\vec{b}'_1 = r_{11} \vec{b}_1 + r_{12} \vec{b}_2 + r_{13} \vec{b}_3 = r_{11} \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} + r_{12} \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix} + r_{13} \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} = \begin{bmatrix} r_{11} \\ r_{12} \\ r_{13} \end{bmatrix}$$

(5.27)

and similarly for $\vec{b}'_2$ and $\vec{b}'_3$. We conclude that

$$\begin{bmatrix} \vec{b}'_1 & \vec{b}'_2 & \vec{b}'_3 \end{bmatrix} = \begin{bmatrix} r_{11} & r_{21} & r_{31} \\ r_{12} & r_{22} & r_{32} \\ r_{13} & r_{23} & r_{33} \end{bmatrix} = R^\top$$

(5.28)

This also corresponds to solving for $R$ in Equation 2.13 with $A = R$

$$\begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} \vec{b}'_1 & \vec{b}'_2 & \vec{b}'_3 \end{bmatrix} R$$

(5.29)
6 Rotation

6.1 Properties of rotation matrix

Let us study additional properties of the rotation matrix in three-dimensional space.

6.1.1 Inverse of \( R \)

Let

\[
R = \begin{bmatrix}
    r_{11} & r_{12} & r_{13} \\
    r_{21} & r_{22} & r_{23} \\
    r_{31} & r_{32} & r_{33}
\end{bmatrix}
\]

be a rotation matrix with columns \( r_1, r_2, r_3 \). We can find the inverse of \( R \) by evaluating its adjugate matrix [5] and use \( R^{-1} = R^\top \) and \(|R| = 1\)

\[
R^{-1} = \frac{1}{|R|} \text{Adj}(R)
\]

which also gives an alternative expression of

\[
R = \begin{bmatrix}
    r_{11} & r_{12} & r_{13} \\
    r_{21} & r_{22} & r_{23} \\
    r_{31} & r_{32} & r_{33}
\end{bmatrix} = \begin{bmatrix}
    r_{22}r_{33} - r_{23}r_{32} & r_{13}r_{32} - r_{12}r_{33} & r_{12}r_{23} - r_{13}r_{22} \\
    r_{23}r_{31} - r_{21}r_{33} & r_{11}r_{33} - r_{13}r_{31} & r_{13}r_{21} - r_{11}r_{23} \\
    r_{21}r_{32} - r_{22}r_{31} & r_{12}r_{31} - r_{11}r_{32} & r_{11}r_{22} - r_{12}r_{21}
\end{bmatrix}
\]

6.1.2 Eigenvalues of \( R \)

Let \( R \) be a rotation matrix. Then for every \( \vec{v} \in \mathbb{C}^3 \)

\[
(R\vec{v})^\dagger R \vec{v} = \vec{v}^\dagger R^\top R \vec{v} = \vec{v}^\dagger (R^\top R) \vec{v} = \vec{v}^\dagger \vec{v}
\]

where \( \dagger \) is the conjugate transpose\(^1\). We see that for all \( \vec{v} \in \mathbb{C}^3 \) and \( \lambda \in \mathbb{C} \) such that

\[
R \vec{v} = \lambda \vec{v}
\]

\(^1\text{Conjugate transpose} [5] \text{ on vectors with complex coordinates means, e.g., that}

\[
\begin{bmatrix}
    a_{11} + b_{11}i & a_{12} + b_{12}i \\
    a_{21} + b_{21}i & a_{22} + b_{22}i
\end{bmatrix}^\dagger = \begin{bmatrix}
    a_{11} - b_{11}i & a_{21} - b_{21}i \\
    a_{21} - b_{21}i & a_{22} - b_{22}i
\end{bmatrix}
\]

for all \( a_{11}, a_{12}, a_{21}, a_{22}, b_{11}, b_{12}, b_{21}, b_{22} \in \mathbb{R} \). Also recall [3] that \( \overline{ab} = \overline{a} \overline{b} \) for all \( a, b \in \mathbb{C} \), \( \dagger \) becomes \( \top \) for real matrices and \( \lambda^\dagger = \overline{\lambda} \) for scalar \( \lambda \in \mathbb{C} \). Conjugate transpose is a natural generalization of the Euclidean scalar product.
there holds true
\[
(\lambda \bar{v})^\dagger (\lambda \bar{v}) = (\bar{v}^\dagger \bar{v}) \tag{6.9}
\]
\[
\bar{\lambda} \lambda (\bar{v}^\dagger \bar{v}) = (\bar{v}^\dagger \bar{v}) \tag{6.10}
\]
and hence $|\lambda|^2 = 1$ for all $\bar{v} \neq \bar{0}$. We conclude that the absolute value of eigenvalues of $R$ is one.

Next, by looking at the characteristic polynomial of $R$
\[
p(\lambda) = |(\lambda \mathbf{I} - R)| = \left| \begin{bmatrix}
\lambda - r_{11} & -r_{12} & -r_{13} \\
-r_{21} & \lambda - r_{22} & -r_{23} \\
-r_{31} & -r_{32} & \lambda - r_{33}
\end{bmatrix} \right| \tag{6.12}
\]
\[
= \lambda^3 - (r_{11} + r_{22} + r_{33}) \lambda^2 \\
+ (r_{11} r_{22} - r_{21} r_{12} + r_{11} r_{33} - r_{31} r_{13} + r_{22} r_{33} - r_{23} r_{32}) \lambda \\
+ r_{11} (r_{23} r_{32} - r_{22} r_{33}) - r_{21} (r_{32} r_{13} - r_{12} r_{33}) + r_{31} (r_{13} r_{22} - r_{12} r_{23}) \\
= \lambda^3 - (r_{11} + r_{22} + r_{33}) \lambda^2 + (r_{33} + r_{22} + r_{11}) \lambda - |R| \tag{6.13}
\]
\[
= \lambda^3 - \text{trace}(R)(\lambda^2 - \lambda) - 1 \tag{6.14}
\]
\[
= (\lambda - 1)(\lambda^2 + (1 - \text{trace} R) \lambda + 1) \tag{6.15}
\]
we conclude that 1 is always an eigenvalue of $R$. Notice that we have used identities in Equation 6.6 to pass from Equation 6.13 to Equation 6.14.\(^2\)

Let us denote the eigenvalues as $\lambda_1 = 1$, $\lambda_2 = x + yi$ and $\lambda_3 = x - yi$ with real $x, y$. It follows from the above that $x^2 + y^2 = 1$. We see that there is either one real or three real solutions since if $y = 0$, then $x^2 = 1$ and hence $\lambda_2 = \lambda_3 = \pm 1$. We conclude that we encounter only two situations when all eigenvalues are real. Either $\lambda_1 = \lambda_2 = \lambda_3 = 1$, or $\lambda_1 = 1$ and $\lambda_2 = \lambda_3 = -1$.

6.1.3 Eigenvectors of $R$.

Let us now look at eigenvectors of $R$ and let’s first investigate the situation when all eigenvalues of $R$ are real.

§ 1 $\lambda_1 = \lambda_2 = \lambda_3 = 1$: Let $\lambda_1 = \lambda_2 = \lambda_3 = 1$. Then $p(\lambda) = (\lambda - 1)^3 = \lambda^3 - 3 \lambda^2 + 3 \lambda - 1$. It means that $r_{11} + r_{22} + r_{33} = 3$ and since $r_{11} \leq 1$, $r_{22} \leq 1$, $r_{33} \leq 1$, it leads to $r_{11} = r_{22} = r_{33} = 1$, which implies $R = I$. Then $I - R = 0$ and all non-zero vectors of $\mathbb{R}^3$ are eigenvectors of $R$. Notice that rank of $R - I$ is zero in this case.

Next, consider $\lambda_1 = 1$ and $\lambda_2 = \lambda_3 = -1$. The eigenvectors $\bar{v}$ corresponding to $\lambda_2 = \lambda_3 = -1$ are solutions to
\[
R \bar{v} = -\bar{v} \tag{6.17}
\]
There is always at least one one-dimensional space of such vectors. We also see that there is a rotation matrix

$$R = \begin{bmatrix}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{bmatrix}$$

with real eigenvectors

$$r \begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix}, \ r \neq 0,$$

and

$$s \begin{bmatrix}
0 \\
1 \\
0
\end{bmatrix} + t \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix}, \ s^2 + t^2 \neq 0,$$

which means that there is a one-dimensional space of real eigenvectors corresponding to 1 and a two-dimensional space of real eigenvectors corresponding to \(-1\). Notice that rank of \(R - I\) is two here.

§2 \(\lambda_1 = 1, \lambda_2 = \lambda_3 = -1\): How does the situation look for a general \(R\) with eigenvalues 1, \(-1, -1\)? Consider an eigenvector \(\vec{v}_1\) corresponding to 1 and an eigenvector \(\vec{v}_2\) corresponding to \(-1\). They are linearly independent. Otherwise there has to be \(s \in \mathbb{R}\) such that \(\vec{v}_2 = s \vec{v}_1 \neq 0\) and then

$$\vec{v}_2 = s \vec{v}_1$$

(6.20)

$$R \vec{v}_2 = s R \vec{v}_1$$

(6.21)

$$-\vec{v}_2 = s \vec{v}_1$$

(6.22)

leading to \(s = -s\) and therefore \(s = 0\) which contradicts \(\vec{v}_2 \neq 0\). Now, let us look at vectors \(\vec{v}_3 \in \mathbb{R}^3\) defined by

$$\begin{bmatrix}
\vec{v}_1^T \\
\vec{v}_2^T
\end{bmatrix} \vec{v}_3 = 0$$

(6.23)

The above linear system has a one-dimensional space of solutions since the rows of its matrix are independent. Chose a fixed solution \(\vec{v}_3 \neq 0\). Then

$$\begin{bmatrix}
\vec{v}_1^T \\
\vec{v}_2^T
\end{bmatrix} \begin{bmatrix}
\vec{v}_1^T \\
\vec{v}_2^T
\end{bmatrix} \vec{v}_3 = \begin{bmatrix}
\vec{v}_1^T \\
\vec{v}_2^T
\end{bmatrix} \begin{bmatrix}
\vec{v}_2^T \\
\vec{v}_1^T
\end{bmatrix} \vec{v}_3 = \begin{bmatrix}
\vec{v}_1^T \\
\vec{v}_2^T
\end{bmatrix} \vec{v}_3 = 0$$

(6.24)

We see that \(R^T \vec{v}_3\) and \(\vec{v}_3\) are in the same one-dimensional space, i.e. they are linearly dependent and we can write

$$R^T \vec{v}_3 = s \vec{v}_3$$

(6.25)

for some non-zero \(s \in \mathbb{C}\). Multiplying equation 6.25 by \(R\) from the left and dividing both sides by \(s\) gives

$$\frac{1}{s} \vec{v}_3 = R \vec{v}_3$$

(6.26)

Clearly, \(\vec{v}_3\) is an eigenvector of \(R\). Since it is not a multiple of \(\vec{v}_1\), it must correspond to eigenvalue \(-1\). Moreover, \(\vec{v}_3^T \vec{v}_3 = 0\) and hence they are linearly independent. We have shown that if \(-1\) is an eigenvalue of \(R\), then there are always at least two linearly independent vectors corresponding to the eigenvalue \(-1\), and therefore there is a two-dimensional space of eigenvectors corresponding to \(-1\). Notice that the rank of \(R - I\) is two in this case since the two-dimensional subspace corresponding to \(-1\) can be complemented only by a one-dimensional subspace corresponding to 1 to avoid intersecting the subspaces in a non-zero vector.
\[\mathbf{v}\] The rank of \(\mathbf{C}\) to \(\mathbf{v}\) are three one-dimensional subspaces of eigenvectors (we now understand the space as \(\mathbb{C}^3\) over \(\mathbb{C}\)). In particular, there is exactly one one-dimensional subspace corresponding to eigenvalue 1. The rank of \(\mathbf{R} - \mathbf{I}\) is two.

Let \(\mathbf{v}\) be an eigenvector of a rotation matrix \(\mathbf{R}\). Then
\[
\mathbf{R} \mathbf{v} = (x + yi) \mathbf{v} \tag{6.27}
\]
If \(y \neq 0\), vector \(\mathbf{v}\) must be non-real since otherwise we would have a real vector on the left and a non-real vector on the right. Furthermore, the eigenvalues are pairwise distinct and hence there are three one-dimensional subspaces of eigenvectors (we now understand the space as \(\mathbb{C}^3\) over \(\mathbb{C}\)). In particular, there is exactly one one-dimensional subspace corresponding to eigenvalue 1. The rank of \(\mathbf{R} - \mathbf{I}\) is two.

Let \(\mathbf{v}\) be an eigenvector of a rotation matrix \(\mathbf{R}\). Then
\[
\mathbf{R} \mathbf{v} = (x + yi) \mathbf{v} \tag{6.28}
\]
\[
\mathbf{R}^\top \mathbf{v} = (x + yi) \mathbf{R}^\top \mathbf{v} \tag{6.29}
\]
\[
\mathbf{v} = (x + yi) \mathbf{R}^\top \mathbf{v} \tag{6.30}
\]
\[
\frac{1}{(x + yi)} \mathbf{v} = \mathbf{R}^\top \mathbf{v} \tag{6.31}
\]
\[
(x - yi) \mathbf{v} = \mathbf{R}^\top \mathbf{v} \tag{6.32}
\]
We see that the eigenvector \(\mathbf{v}\) of \(\mathbf{R}\) corresponding to eigenvalue \(x + yi\) is the eigenvector of \(\mathbf{R}^\top\) corresponding to eigenvalue \(x - yi\) and vice versa. Thus, there is the following interesting correspondence between eigenvalues and eigenvectors of \(\mathbf{R}\) and \(\mathbf{R}^\top\). Considering eigenvalue-eigenvector pairs \((1, \mathbf{v}_1), (x + yi, \mathbf{v}_2), (x - yi, \mathbf{v}_3)\) of \(\mathbf{R}\) we have \((1, \mathbf{v}_1), (x - yi, \mathbf{v}_2), (x + yi, \mathbf{v}_3)\) pairs of \(\mathbf{R}^\top\), respectively.

\section{Orthogonality of eigenvectors}

The next question to ask is what are the angles between eigenvectors of \(\mathbf{R}\)? We will considers pairs \((\lambda_1 = 1, \mathbf{v}_1), (\lambda_2 = x + yi, \mathbf{v}_2), (\lambda_3 = x - yi, \mathbf{v}_3)\) of eigenvectors associated with their respective eigenvalues. For instance, vector \(\mathbf{v}_1\) denotes an eigenvector associated with eigenvalue 1.

If all eigenvalues are equal to 1, i.e. \(\mathbf{R} = \mathbf{I}\), then all non-zero vectors of \(\mathbb{R}^3\) are eigenvectors of \(\mathbf{R}\) and hence we can alway find two eigenvectors containing a given angle. In particular, we can choose three mutually orthogonal eigenvectors.

If \(\lambda_1 = 1\) and \(\lambda_2 = \lambda_3 = -1\), then we have seen that every \(\mathbf{v}_1\) is perpendicular to \(\mathbf{v}_2\) and \(\mathbf{v}_3\) and that \(\mathbf{v}_2\) and \(\mathbf{v}_3\) can be any two non-zero vectors in a two-dimensional subspace of \(\mathbb{R}^3\), which is orthogonal to \(\mathbf{v}_1\). Therefore, for every angle, there are \(\mathbf{v}_2\) and \(\mathbf{v}_3\) which contain it. In particular, it is possible to choose \(\mathbf{v}_2\) to be orthogonal to \(\mathbf{v}_3\) and hence there are three mutually orthogonal eigenvectors.

Finally, if \(\lambda_2, \lambda_3\) are non-real, i.e. \(y \neq 0\), we have three mutually distinct eigenvalues and hence there are exactly three one-dimensional subspaces (each without the zero vector) of eigenvectors. If two eigenvectors are from the same subspace, then they are linearly dependent and hence they contain the zero angle.

Let us now evaluate \(\mathbf{v}_1^\top \mathbf{v}_2\)
\[
\mathbf{v}_1^\top \mathbf{v}_2 = \mathbf{v}_1^\top \mathbf{v}_2 = \mathbf{v}_1^\top \mathbf{R} \mathbf{v}_2 = \mathbf{v}_1^\top (x + yi) \mathbf{v}_2 = (x + yi) \mathbf{v}_1^\top \mathbf{v}_2 \tag{6.33}
\]
We conclude that either \((x + yi) = 1\) or \(\mathbf{v}_1^\top \mathbf{v}_2 = 0\). Since the latter can’t be the case as \(y \neq 0\), the former must hold true. We see that \(\mathbf{v}_1\) is orthogonal to \(\mathbf{v}_2\). We can show that \(\mathbf{v}_1\) is orthogonal to \(\mathbf{v}_3\) exactly in the same way.
Let us next consider the angle between eigenvectors $\vec{v}_2$ and $\vec{v}_3$

$$\begin{align*}
\vec{v}_3^T \vec{v}_2 &= \vec{v}_3^T \mathbf{R} \mathbf{R}^{-1} \vec{v}_2 = (\mathbf{R} \vec{v}_3)^T \mathbf{R} \vec{v}_2 \\
&= ((x - yi) \vec{v}_3)^T (x + yi) \vec{v}_2 \\
&= \vec{v}_3^T (x + yi) (x + yi) \vec{v}_2 \\
&= (x^2 + 2xyi - y^2) \vec{v}_3^T \vec{v}_2
\end{align*}$$

(6.34)

(6.35)

(6.36)

We conclude that either $(x^2 + 2xyi - y^2) = 1$ or $\vec{v}_3^T \vec{v}_2 = 0$. The former implies $xy = 0$ and therefore $x = 0$ since $y \neq 0$ but then $-y^2 = 1$, which is, for a real $y$, impossible. We see that $\vec{v}_3^T \vec{v}_2 = 0$, i.e. vectors $\vec{v}_2$ are orthogonal to vectors $\vec{v}_3$.

Clearly, it is always possible to choose three mutually orthogonal eigenvectors. We can further normalize them to unit length and thus obtain an orthonormal basis as non-zero orthogonal vectors are linearly independent. Therefore

$$\begin{align*}
\mathbf{R} \begin{bmatrix} \vec{v}_1 & \vec{v}_2 & \vec{v}_3 \end{bmatrix} &= \lambda_1 \begin{bmatrix} \vec{v}_1 & \vec{v}_2 & \vec{v}_3 \end{bmatrix} \\
\begin{bmatrix} \vec{v}_1 & \vec{v}_2 & \vec{v}_3 \end{bmatrix}^T \mathbf{R} \begin{bmatrix} \vec{v}_1 & \vec{v}_2 & \vec{v}_3 \end{bmatrix} &= \lambda_2 \lambda_3
\end{align*}$$

(6.37)

(6.38)

Let us further investigate the structure of eigenvectors $\vec{v}_2$, $\vec{v}_3$. We shall show that they are “conjugated”. Let’s write $\vec{v}_2 = \vec{u} + \vec{w}i$ with real vectors $\vec{u}$, $\vec{w}$. There holds true

$$\begin{align*}
\mathbf{R} \vec{v}_2 &= \mathbf{R} (\vec{u} + \vec{w}i) = \mathbf{R} \vec{u} + \mathbf{R} \vec{w}i \\
(x + yi) \vec{v}_2 &= (x + yi) (\vec{u} + \vec{w}i) = x \vec{u} - y \vec{w} + (x\vec{w} + y\vec{u})i
\end{align*}$$

(6.39)

(6.40)

which implies

$$\begin{align*}
\mathbf{R} \vec{u} &= x \vec{u} - y \vec{w} \quad \text{and} \quad \mathbf{R} \vec{w} = x \vec{w} + y \vec{u}
\end{align*}$$

(6.41)

Now, let us compare two expressions: $\mathbf{R} (\vec{u} - \vec{w}i)$ and $(x - yi) (\vec{u} - \vec{w}i)$

$$\begin{align*}
\mathbf{R} (\vec{u} - \vec{w}i) &= \mathbf{R} \vec{u} - \mathbf{R} \vec{w}i = x \vec{u} - y \vec{w} - (x\vec{w} + y\vec{u})i \\
(x - yi) (\vec{u} - \vec{w}i) &= x \vec{u} - y \vec{w} - (x\vec{w} + y\vec{u})i
\end{align*}$$

(6.42)

(6.43)

We see that

$$\begin{align*}
\mathbf{R} (\vec{u} - \vec{w}i) &= (x - yi) (\vec{u} - \vec{w}i)
\end{align*}$$

(6.44)

which means that $(x - yi, \vec{u} - \vec{w}i)$ are an eigenvalue-eigenvector pair of $\mathbf{R}$. It is important to understand what has been shown. We have shown that if $\vec{u} + \vec{w}i$ is an eigenvector of $\mathbf{R}$ corresponding to an eigenvalue $\lambda$, then the conjugated vector $\vec{u} - \vec{w}i$ is an eigenvector of $\mathbf{R}$ corresponding to eigenvalue, which is conjugated to $\lambda$ (This does not mean that every two eigenvectors corresponding to $x + yi$ and $x - yi$ must be conjugated).

The conclusion from the previous analysis is that the both non-real eigenvectors of $\mathbf{R}$ are generated by the same two real vectors $\vec{u}$ and $\vec{w}$. Let us look at the angle between $\vec{u}$ and $\vec{w}$.

Consider that

$$\begin{align*}
0 &= \vec{v}_3^T \vec{v}_2 \\
&= (\vec{u} - \vec{w}i)^T (\vec{u} + \vec{w}i) = (\vec{u}^T + \vec{w}^T i) (\vec{u} + \vec{w}i) \\
&= (\vec{u}^T \vec{u} - \vec{w}^T \vec{w}) + (\vec{u}^T \vec{w} + \vec{w}^T \vec{u})i \\
&= (\vec{u}^T \vec{u} - \vec{w}^T \vec{w}) + 2 \vec{u}^T \vec{u}i
\end{align*}$$

(6.45)

(6.46)

(6.47)
and therefore
\[ \vec{u}^T \vec{u} = \vec{w}^T \vec{w} \quad \text{and} \quad \vec{w}^T \vec{u} = 0 \] (6.48)
which means that vectors \( \vec{u} \) and \( \vec{w} \) are orthogonal.

Finally, let us consider
\[ 0 = \vec{v}_1^T \vec{v}_2 = \vec{v}_1^T \vec{u} + \vec{v}_1^T \vec{w} i \] (6.49)
and hence
\[ \vec{v}_1^T \vec{u} = 0 \quad \text{and} \quad \vec{v}_1^T \vec{w} = 0 \] (6.50)
which means that \( \vec{u} \) and \( \vec{w} \) are also orthogonal to \( \vec{v}_1 \).

### 6.1.4 Rotation axis

A one-dimensional subspace generated by an eigenvector \( \vec{v}_1 \) of \( \mathbf{R} \) corresponding to \( \lambda = 1 \), is called the rotation axis (or axis of rotation) of \( \mathbf{R} \). If \( \mathbf{R} = \mathbf{I} \), then there is an infinite number of rotation axes, otherwise there is exactly one. Vectors \( \vec{v} \), which are in a rotation axis of rotation \( \mathbf{R} \), remain unchanged by \( \mathbf{R} \), i.e. \( \mathbf{R} \vec{v} = \vec{v} \).

Consider that the eigenvector of \( \mathbf{R} \) corresponding to 1 is also an eigenvector of \( \mathbf{R}^T \) since
\[
\begin{align*}
\mathbf{R} \vec{v}_1 &= \vec{v}_1 \\
\mathbf{R}^T \mathbf{R} \vec{v}_1 &= \mathbf{R}^T \vec{v}_1 \\
\vec{v}_1 &= \mathbf{R}^T \vec{v}_1
\end{align*}
\] (6.51)
(6.52)
(6.53)

It implies
\[
(R - R^T) \vec{v}_1 = 0 \quad (6.54)
\]
and hence
\[
\begin{bmatrix}
0 & r_{12} - r_{21} & r_{13} - r_{31} \\
0 & r_{21} - r_{12} & 0 \\
r_{31} - r_{13} & r_{32} - r_{23} & 0
\end{bmatrix}
\begin{bmatrix}
\vec{v}_1
\end{bmatrix}
= \begin{bmatrix}
0
\end{bmatrix} \quad (6.55)
\]
and we see that
\[
\begin{bmatrix}
0 & r_{12} - r_{21} & r_{13} - r_{31} \\
r_{21} - r_{12} & 0 & r_{23} - r_{32} \\
r_{31} - r_{13} & r_{32} - r_{23} & 0
\end{bmatrix}
\begin{bmatrix}
r_{32} - r_{23} \\
r_{23} - r_{32} \\
r_{31} - r_{13}
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix} \quad (6.56)
\]
Clearly, we have a nice formula for an eigenvector corresponding to \( \lambda_1 = 1 \), when vector
\[
\begin{bmatrix}
r_{32} - r_{23} & r_{13} - r_{31} & r_{21} - r_{12}
\end{bmatrix}^T
\]
is non-zero. That is when \( \mathbf{R} - \mathbf{R}^T \) is a non-zero matrix, which is exactly when \( \mathbf{R} \) is not symmetric.

Let us now investigate the situation when \( \mathbf{R} \) is symmetric. Then, \( \mathbf{R} = \mathbf{R}^T = \mathbf{R}^{-1} \) and therefore
\[
\mathbf{R} (\mathbf{R} + \mathbf{I}) = \mathbf{R} \mathbf{R} + \mathbf{R} = \mathbf{I} + \mathbf{R} = \mathbf{R} + \mathbf{I}
\] (6.57)
which shows that the non-zero columns of the matrix \( \mathbf{R} + \mathbf{I} \) are eigenvectors corresponding to the unit eigenvalue. Clearly, at least one of the columns must be non-zero since otherwise, \( \mathbf{R} = -\mathbf{I} \) and \( |\mathbf{R}| \) would be minus one, which is impossible for a rotation.
6.1.5 Rotation angle

Rotation angle \( \theta \) of rotation \( R \) is the angle between a non-zero real vector \( \vec{x} \) which is orthogonal to \( \vec{v}_1 \) and its image \( R \vec{x} \). There holds

\[
\cos \theta = \frac{\vec{x}^\top R \vec{x}}{\vec{x}^\top \vec{x}} \tag{6.58}
\]

Let us set

\[
\vec{x} = \vec{u} + \vec{w} \tag{6.59}
\]

Clearly, \( \vec{x} \) is a real vector which is orthogonal to \( \vec{v}_1 \) since both \( \vec{u} \) and \( \vec{w} \) are. Let’s see that it is non-zero. Vector \( \vec{v}_2 \) is an eigenvector and thus

\[
0 \neq \vec{v}_2^\top \vec{v}_2 = \vec{u}^\top \vec{u} + \vec{w}^\top \vec{w} \tag{6.60}
\]

and therefore \( \vec{u} \neq \vec{0} \) or \( \vec{w} \neq \vec{0} \). Vectors \( \vec{u}, \vec{w} \) are orthogonal and therefore their sum can be zero only if they both are zero since otherwise for, e.g., a non-zero \( \vec{u} \) we get the following contradiction

\[
0 = \vec{u}^\top \vec{0} = \vec{u}^\top (\vec{u} + \vec{v}) = \vec{u}^\top \vec{u} + \vec{u}^\top \vec{v} = \vec{u}^\top \vec{u} \neq 0 \tag{6.61}
\]

Let us now evaluate

\[
\cos \theta = \frac{\vec{x}^\top R \vec{x}}{\vec{x}^\top \vec{x}} = \frac{(\vec{u} + \vec{w})^\top R (\vec{u} + \vec{w})}{(\vec{u} + \vec{w})^\top (\vec{u} + \vec{w})} = \frac{(\vec{u} + \vec{w})^\top (x \vec{u} - y \vec{w} + x \vec{w} + y \vec{u})}{\vec{u}^\top \vec{u} + \vec{w}^\top \vec{w}}
\]

\[
= x \frac{(\vec{u}^\top \vec{u} + \vec{w}^\top \vec{w}) + y (\vec{u}^\top \vec{w} - \vec{w}^\top \vec{u})}{\vec{u}^\top \vec{u} + \vec{w}^\top \vec{w}} \tag{6.62}
\]

We have used equation 6.41 and equation 6.48. We see that the rotation angle is given by the real part of \( \lambda_2 \) (or \( \lambda_3 \)). Consider the characteristic equation of \( R \), Equation 6.13

\[
0 = \lambda^3 - \text{trace} \, R \lambda^2 + (R_{11} + R_{22} + R_{33}) \lambda - |R| \tag{6.64}
\]

\[
= (\lambda - 1)(\lambda - x - yi)(\lambda - x + yi) \tag{6.65}
\]

\[
= \lambda^3 - (2x + 1) \lambda^2 + (x^2 + 2x + y^2) \lambda - (x^2 + y^2) \tag{6.66}
\]

We see that \( \text{trace} \, R = 2x + 1 \) and thus

\[
\cos \theta = \frac{1}{2} (\text{trace} \, R - 1) \tag{6.67}
\]

6.1.6 Matrix \( (R - I) \).

We have seen that rank \((R - I) = 0 \) for \( R = I \) and rank \((R - I) = 2 \) for all rotation matrices \( R \neq I \).

Let us next investigate the relationship between the range and the null space of \((R - I)\). The null space of \((R - I)\) is generated by eigenvectors corresponding to 1 since \((R - I) \vec{v} = 0 \) implies \( R \vec{v} = \vec{v} \).

Now assume that vector \( \vec{v} \) is also in the range of \((R - I)\). Then, there is a vector \( \vec{a} \in \mathbb{R}^3 \) such that \( \vec{v} = (R - I) \vec{a} \). Let us evaluate the square of the length of \( \vec{v} \)

\[
\vec{v}^\top \vec{v} = (R - I) \vec{a} = (\vec{v}^\top R - \vec{v}^\top) \vec{a} = (\vec{v}^\top - \vec{v}^\top) \vec{a} = 0 \tag{6.68}
\]

which implies \( \vec{v} = \vec{0} \). We have used result 6.32 with \( x = 1 \) and \( y = 0 \).

We conclude that in this case the range and the null space intersect only in the zero vector.
7 Axis of Motion

We will study motion and show that every motion in three dimensional space has an axis of motion. Axis of motion is a line of points that remain in the line after the motion. The existence of such an axis will allow us to decompose every motion into a sequence of a rotation around the axis followed by a translation along the axis as shown in Figure 7.1(a).

§ 1 Algebraic characterization of the axis of motion. Consider Equation 5.5 and denote the motion so defined as $m(\vec{x}_\beta) = R \vec{x}_\beta + \vec{o}'_\beta$ w.r.t. a fixed coordinate system $(O, \beta)$. Now let us study the sets of points that remain fixed by the motion, i.e. sets $F$ such that for all $\vec{x}_\beta \in F$ motion $m$ leaves the $m(\vec{x}_\beta)$ in the set, i.e. $m(\vec{x}_\beta) \in F$. Obviously, complete space and the empty set are fixed sets. How do look other, non-trivial, fixed sets?

A nonempty $F$ contains at least one $\vec{x}_\beta$. Then, both $\vec{y}_\beta \equiv m(\vec{x}_\beta)$ and $\vec{z}_\beta \equiv m(\vec{y}_\beta)$ must be in $F$, see Figure 7.1(b). Let us investigate such fixed points $\vec{x}_\beta$ for which

$$\vec{z}_\beta - \vec{y}_\beta = \vec{y}_\beta - \vec{x}_\beta \tag{7.1}$$

holds true. We do not yet know whether such equality has to necessary hold true for points of all fixed sets $F$ but we see that it holds true for the identity motion $id$ that leaves all points unchanged, i.e. $id(\vec{x}_\beta) = \vec{x}_\beta$. We will find later that it holds true for all motions and all their fixed sets. Consider the following sequence of equalities

$$\begin{align*}
\vec{z}_\beta - \vec{y}_\beta &= \vec{y}_\beta - \vec{x}_\beta \\
R(R \vec{x}_\beta + \vec{o}'_\beta) + \vec{o}'_\beta - R \vec{x}_\beta - \vec{o}'_\beta &= R \vec{x}_\beta + \vec{o}'_\beta - \vec{x}_\beta \\
R^2 \vec{x}_\beta + R \vec{o}'_\beta - R \vec{x}_\beta &= R \vec{x}_\beta + \vec{o}'_\beta - \vec{x}_\beta \\
R^2 \vec{x}_\beta - 2R \vec{x}_\beta + \vec{x}_\beta &= -R \vec{o}'_\beta + \vec{o}'_\beta \\
(R^2 - 2R + 1) \vec{x}_\beta &= -(R - 1) \vec{o}'_\beta \\
(R - 1)(R - 1) \vec{x}_\beta &= -(R - 1) \vec{o}'_\beta \\
(R - 1)(R - 1) \vec{x}_\beta &= -(R - 1) \vec{o}'_\beta \\
0 &= 0 \tag{7.2}
\end{align*}$$

Equation 7.3 always has a solution. Let us see why.

Recall that rank $(R - I)$ is either two or zero. If it is zero, then $R - I = 0$ and (i) Equation 7.3 holds for every $\vec{x}_\beta$.

Let rank $(R - I)$ be two. Vector $\vec{o}'_\beta$ either is zero or it is not zero. If it is zero, then Equation 7.3 becomes $(R - I)^2 \vec{x}_\beta = 0$, which has (ii) a one-dimensional space of solutions because the null space and the range of $R - I$ intersect only in the zero vector for $R \neq I$.

Let $\vec{o}'_\beta$ be non-zero. Vector $\vec{o}'_\beta$ either is in the span of $R - I$ or it is not. If $\vec{o}'_\beta$ is in the span of $R - I$, then $(R - I) \vec{x}_\beta + \vec{o}'_\beta = 0$ has (iii) one-dimensional affine space of solutions.

If $\vec{o}'_\beta$ is not in the span of $R - I$, then $(R - I) \vec{x}_\beta + \vec{o}'_\beta$ for $\vec{x}_\beta \in \mathbb{R}^3$ generates a vector in all one-dimensional subspaces of $\mathbb{R}^3$ which are not in the span of $R - I$. Therefore, it generates
a non-zero vector \( \vec{z}_\beta = (\mathbf{R} - \mathbf{I}) \vec{y}_\beta + \vec{o}'_\beta \) in the one-dimensional null space of \( \mathbf{R} - \mathbf{I} \), because the null space and the span of \( \mathbf{R} - \mathbf{I} \) intersect only in the zero vector for \( \mathbf{R} \neq \mathbf{I} \). Equation \( (\mathbf{R} - \mathbf{I}) \vec{z}_\beta = \vec{z}_\beta - \vec{o}'_\beta \) is satisfied by (iv) a one-dimensional affine set of vectors.

We can conclude that every motion has a fixed line of points for which Equation 7.1 holds. Therefore, every motion has a fixed line of points, every motion has an axis.

§ 2 Geometrical characterization of the axis of motion. We now understand the algebraic description of motion. Can we also understand the situation geometrically? Figure 7.2 gives the answer. We shall concentrate on the general situation with \( \mathbf{R} \neq \mathbf{I} \) and \( \vec{o}_1 \neq 0 \). The main idea of the figure is that the axis of motion \( a \) consists of points that are first rotated away from \( a \) by the pure rotation \( \mathbf{R} \) around \( r \) and then returned back to \( a \) by the pure translation \( \vec{o}_1 \).

Figure 7.2 shows axis \( a \) of motion, which is parallel to the axis of rotation \( r \) and intersects the perpendicular plane \( \sigma \) passing through the origin \( O \) at a point \( P \), which is first rotated in \( \sigma \) away from \( a \) to \( P' \) and then returned back to \( P'' \) on \( a \) by translation \( \vec{o}'_\beta \). Point \( P \) is determined by the component \( \vec{o}'_\beta \) of \( \vec{o}_1 \), which is in the plane \( \sigma \). Notice that every vector \( \vec{o}'_\beta \) can be written as a sum of its component \( \vec{o}'_{\alpha, \beta} \) parallel to \( r \) and component \( \vec{o}'_{\sigma, \beta} \) perpendicular to \( r \).

§ 3 Motion axis is parallel to rotation axis. Let us verify algebraically that the rotation axis \( r \) is parallel to the motion axis \( a \). Consider Equation 7.2, which we can rewrite as

\[
(\mathbf{R} - \mathbf{I})^2 \vec{x}_\beta = -(\mathbf{R} - \mathbf{I}) \vec{o}'_\beta
\]

Define axis \( r \) of motion as the set of points that are left fixed by the pure rotation \( \mathbf{R} \), i.e.

\[
(\mathbf{R} - \mathbf{I}) \vec{x}_\beta = 0
\]

\[
\mathbf{R} \vec{x}_\beta = \vec{x}_\beta
\]

These are eigenvectors of \( \mathbf{R} \) and the zero vector. Take any two solutions \( \vec{x}_{1, \beta} , \vec{x}_{2, \beta} \) of Equation 7.4 and evaluate

\[
(\mathbf{R} - \mathbf{I})^2(\vec{x}_{1, \beta} - \vec{x}_{2, \beta}) = -(\mathbf{R} - \mathbf{I}) \vec{o}'_\beta + (\mathbf{R} - \mathbf{I}) \vec{o}'_\beta = 0
\]
Figure 7.2: Axis $a$ of motion is parallel to the axis of rotation $r$ and intersects the perpendicular plane $\sigma$ passing through the origin $O$ at a point $P$, which is first rotated in $\sigma$ away from $a$ to $P'$ and then returned back to $P''$ on $a$ by translation $\vec{a}'$. Point $P$ is determined by the component $\vec{o}''$ of $\vec{o}'$, which is in the plane $\sigma$.

and thus a non-zero $\vec{x}_1\beta - \vec{x}_2\beta$ is an eigenvector of $R$. We see that the direction vectors of $a$ lie in the subspace of direction vectors of $r$. 
8 Rotation representation and parameterization

We have seen Chapter 6 that rotation can be represented by an orthonormal matrix $\mathbf{R}$. Matrix $\mathbf{R}$ has nine elements and there are six constraints $\mathbf{R}^\top \mathbf{R} = \mathbf{I}$ and one constraint $|\mathbf{R}| = 1$. Hence, we can view the space of all rotation matrices as a subset of $\mathbb{R}^9$. This subset is determined by seven polynomial equations in nine variables. We will next investigate how to describe, i.e. parameterize, this set with fewer parameters and fewer constraints.

8.1 Angle-axis representation of rotation

![Diagram of rotation representation](image)

Figure 8.1: Vector $\vec{y}$ is obtained by rotating vector $\vec{x}$ by angle $\theta$ around the rotation axis given by unit vector $\vec{v}$. Vector $\vec{y}$ can be written as a linear combination of an orthogonal basis $[\vec{x} - (\vec{v}^\top \vec{e}_\sigma) \vec{v}, \vec{v} \times \vec{x}, (\vec{v}^\top \vec{e}_\sigma) \vec{v}]$.

We know, Paragraph 6.1.4, that every rotation is determined by a rotation axis and a rotation angle. Let us next give a classical construction of the rotation matrix from an axis and angle.

Figure 8.1 shows how the vector $\vec{x}$ rotates by angle $\theta$ around an axis given by a unit vector $\vec{v}$. To find the relationship between $\vec{x}$ and $\vec{y}$, we shall construct a special basis of $\mathbb{R}^3$. Vector $\vec{x}$ either is, or it is not a multiple of $\vec{v}$. If it is, than $\vec{y} = \vec{x}$ and $\mathbf{R} = \mathbf{I}$. Let us alternatively consider $\vec{x}$, which is not a multiple of $\vec{v}$ (an hence is not the zero vector!). Further,

\footnote{It is often called algebraic variety in specialized literature [2].}
let us consider the standard basis \( \sigma \) of \( \mathbb{R}^3 \) and coordinates of vectors \( \vec{x}_\sigma \) and \( \vec{v}_\sigma \). We construct three non-zero vectors

\[
\begin{align*}
\vec{x}_{\parallel\sigma} &= (\vec{v}_\sigma^T \vec{x}_\sigma) \vec{v}_\sigma \tag{8.1} \\
\vec{x}_{\perp\sigma} &= \vec{x} - (\vec{v}_\sigma^T \vec{x}_\sigma) \vec{v}_\sigma \tag{8.2} \\
\vec{x}_{\times\sigma} &= \vec{v}_\sigma \times \vec{x}_\sigma \tag{8.3}
\end{align*}
\]

which are mutually orthogonal and hence form a basis of \( \mathbb{R}^3 \). We may notice that coordinate vectors \( \vec{x} \in \mathbb{R}^3 \), are actually equal to their coordinates w.r.t. the standard basis \( \sigma \). Hence we can drop \( \sigma \) index and write

\[
\begin{align*}
\vec{x}_{\parallel} &= (\vec{v}^T \vec{x}) \vec{v} = \vec{v} (\vec{v}^T \vec{x}) = (\vec{v}_{\parallel}^T) \vec{x} = [\vec{v}_{\parallel}] \vec{x} \tag{8.4} \\
\vec{x}_{\perp} &= \vec{x} - (\vec{v}^T \vec{x}) \vec{v} = \vec{x} - (\vec{v}_{\perp}^T) \vec{x} = (I - \vec{v} \vec{v}^T) \vec{x} = [\vec{v}_{\perp}] \vec{x} \tag{8.5} \\
\vec{x}_{\times} &= \vec{v} \times \vec{x} = [\vec{v}_{\times}] \vec{x} \tag{8.6}
\end{align*}
\]

We have introduced two new matrices

\[
[\vec{v}_{\parallel}] = \vec{v} \vec{v}^T \quad \text{and} \quad [\vec{v}_{\perp}] = I - \vec{v} \vec{v}^T \tag{8.7}
\]

Let us next study how the three matrices \( [\vec{v}_{\parallel}], [\vec{v}_{\perp}], [\vec{v}_{\times}] \) behave under the transposition and mutual multiplication. We see that the following indentities hold true. The last identity is obtained as follows

\[
[\vec{v}_{\times}] [\vec{v}_{\times}] = \begin{bmatrix}
0 & -v_3 & v_2 \\
v_3 & 0 & -v_1 \\
-v_2 & v_1 & 0 \\
\end{bmatrix} \begin{bmatrix}
0 & -v_3 & v_2 \\
v_3 & 0 & -v_1 \\
-v_2 & v_1 & 0 \\
\end{bmatrix} = \begin{bmatrix}
-v_2^2 - v_3^2 & v_1 v_2 & v_1 v_3 \\
v_1 v_2 & -v_2^2 - v_3^2 & v_2 v_3 \\
v_1 v_3 & v_2 v_3 & -v_1^2 - v_2^2 \\
\end{bmatrix} \tag{8.9}
\]

\[
[\vec{v}_{\times}] [\vec{v}_{\times}] = \begin{bmatrix}
-v_2^2 - v_3^2 & v_1 v_2 & v_1 v_3 \\
v_1 v_2 & -v_2^2 - v_3^2 & v_2 v_3 \\
v_1 v_3 & v_2 v_3 & -v_1^2 - v_2^2 \\
\end{bmatrix} = [\vec{v}_{\parallel}] - I = -[\vec{v}_{\perp}] \tag{8.10}
\]

It is also interesting to investigate the norms of vectors \( \vec{x}_{\perp} \) and \( \vec{x}_{\times} \). Consider

\[
\|\vec{x}_{\perp}\|^2 = \vec{x}_{\times}^T [\vec{v}_{\times}]^T [\vec{v}_{\times}] \vec{x}_{\perp} = \vec{x}_{\times}^T (-[\vec{v}_{\times}]^2) \vec{x}_{\perp} = \vec{x}_{\times}^T [\vec{v}_{\times}] \vec{x}_{\perp} \tag{8.12}
\]

\[
\|\vec{x}_{\perp}\|^2 = \vec{x}_{\times}^T [\vec{v}_{\times}]^T [\vec{v}_{\times}] \vec{x}_{\perp} = \vec{x}_{\times}^T [\vec{v}_{\times}^2] \vec{x}_{\perp} = \vec{x}_{\times}^T [\vec{v}_{\times}] \vec{x}_{\perp} \tag{8.13}
\]

Since norms are non-negative, we conclude that \( \|\vec{x}_{\perp}\| = \|\vec{x}_{\times}\| \).
We can now write $\vec{y}$ in the basis $[\vec{x}_\parallel, \vec{x}_\perp, \vec{x}_\times]$ as

$$
\vec{y} = \vec{x}_\parallel + ||\vec{x}_\perp|| \cos \theta \frac{\vec{x}_\perp}{||\vec{x}_\perp||} + ||\vec{x}_\perp|| \sin \theta \frac{\vec{x}_\times}{||\vec{x}_\times||}
$$

(8.14)

$$
= \vec{x}_\parallel + \cos \theta \vec{x}_\perp + \sin \theta \vec{x}_\times
$$

(8.15)

$$
= [\vec{v}]_\parallel \vec{x} + \cos \theta [\vec{v}]_\perp \vec{x}_\times + \sin \theta [\vec{v}]_\times \vec{x}
$$

(8.16)

$$
= ([\vec{v}]_\parallel + \cos \theta [\vec{v}]_\perp + \sin \theta [\vec{v}]_\times) \vec{x} = R \vec{x}
$$

(8.17)

We obtained matrix

$$
R = [\vec{v}]_\parallel + \cos \theta [\vec{v}]_\perp + \sin \theta [\vec{v}]_\times
$$

(8.18)

Let us check that this indeed is a rotation matrix

$$
R^T R = \left( [\vec{v}]_\parallel + \cos \theta [\vec{v}]_\perp + \sin \theta [\vec{v}]_\times \right)^T \left( [\vec{v}]_\parallel + \cos \theta [\vec{v}]_\perp + \sin \theta [\vec{v}]_\times \right)
$$

$$
= \left( [\vec{v}]_\parallel + \cos \theta [\vec{v}]_\perp - \sin \theta [\vec{v}]_\times \right) \left( [\vec{v}]_\parallel + \cos \theta [\vec{v}]_\perp + \sin \theta [\vec{v}]_\times \right)
$$

$$
= [\vec{v}]_\parallel^T + [\vec{v}]_\parallel \sin \theta \cos \theta [\vec{v}]_\times - \sin \theta \cos \theta [\vec{v}]_\times + \sin^2 \theta [\vec{v}]_\perp
$$

(8.19)

$R$ can be written in many variations, which are useful in different situations when simplifying formulas. Let us provide the most common of them using $[\vec{v}]_\parallel = \vec{v} \vec{v}^T$, $[\vec{v}]_\perp = I - [\vec{v}]_\parallel = I - \vec{v} \vec{v}^T$ and $[\vec{v}]_\times$

$$
R = [\vec{v}]_\parallel + \cos \theta [\vec{v}]_\perp + \sin \theta [\vec{v}]_\times
$$

(8.20)

$$
= \vec{v} \vec{v}^T + \cos \theta (I - \vec{v} \vec{v}^T) + \sin \theta [\vec{v}]_\times
$$

(8.21)

$$
= \cos \theta I + (1 - \cos \theta) \vec{v} \vec{v}^T + \sin \theta [\vec{v}]_\times
$$

(8.22)

$$
= \cos \theta I + (1 - \cos \theta) [\vec{v}]_\perp + \sin \theta [\vec{v}]_\times
$$

(8.23)

$$
= \cos \theta I + (1 - \cos \theta) (I + [\vec{v}]_\times^2) + \sin \theta [\vec{v}]_\times
$$

(8.24)

$$
= I + (1 - \cos \theta) [\vec{v}]_\times^2 + \sin \theta [\vec{v}]_\times
$$

(8.25)

8.1.1 Angle-axis parameterization

Let us write $R$ in more detail

$$
R = \cos \theta I + (1 - \cos \theta) \vec{v} \vec{v}^T + \sin \theta [\vec{v}]_\times
$$

(8.26)

$$
= (1 - \cos \theta) \vec{v} \vec{v}^T + \cos \theta I + \sin \theta [\vec{v}]_\times
$$

(8.27)

$$
= \begin{bmatrix}
    v_1 v_1 & v_1 v_2 & v_1 v_3 \\
    v_2 v_1 & v_2 v_2 & v_2 v_3 \\
    v_3 v_1 & v_3 v_2 & v_3 v_3
\end{bmatrix}
+ \cos \theta
\begin{bmatrix}
    1 & 0 & 0 \\
    0 & 1 & 0 \\
    0 & 0 & 1
\end{bmatrix}
+ \sin \theta
\begin{bmatrix}
    0 & -v_3 & v_2 \\
    v_3 & 0 & -v_1 \\
    -v_2 & v_1 & 0
\end{bmatrix}
$$

(8.28)
which allows us to parameterize rotation by four numbers

$$\begin{bmatrix} \theta & v_1 & v_2 & v_3 \end{bmatrix}^T \quad \text{with} \quad v_1^2 + v_2^2 + v_3^2 = 1$$  \hspace{1cm} (8.29)

The parameterization uses goniometric functions.

### 8.1.2 Computing the axis and the angle of rotation from \( R \)

Let us now discuss how to get a unit vector \( \vec{v} \) of the axis and the corresponding angle \( \theta \) of rotation from a rotation matrix \( R \), such that the pair \([\theta, \vec{v}]\) gives \( R \) by Equation 8.28. To avoid multiple representations due to periodicity of \( \theta \), we will confine \( \theta \) to real interval \((-\pi, \pi] \).

We can get \( \cos \theta \) from Equation 6.67.

If \( \cos \theta = 1 \), then \( \sin \theta = 0 \), and thus \( \theta = 0 \). Then, \( R = I \) and any unit vector can be taken as \( \vec{v} \), i.e. all pairs \([0, \vec{v}]\) for unit vector \( \vec{v} \in \mathbb{R}^3 \) represent \( I \).

If \( \cos \theta = -1 \), then \( \sin \theta = 0 \), and thus \( \theta = \pi \). Then \( R \) is a symmetrical matrix and we use Equation 6.57 to get \( \vec{v}_1 \), a non-zero multiple of \( \vec{v} \), i.e. \( \vec{v} = \alpha \vec{v}_1 \), with real non-zero \( \alpha \), and therefore \( \vec{v}_1/||\vec{v}_1|| = s \vec{v} \) with \( s = \pm 1 \). We are getting

$$R = 2 \begin{bmatrix} \vec{v}_1 \end{bmatrix}| | - I = 2 \vec{v} \vec{v}^T - I = 2 s^2 \vec{v} \vec{v}^T - I = 2 (s \vec{v}) (s \vec{v})^T - I$$  \hspace{1cm} (8.30)

$$= 2 \begin{bmatrix} \vec{v}_1/||\vec{v}_1|| \end{bmatrix} \begin{bmatrix} \vec{v}_1/||\vec{v}_1|| \end{bmatrix}^T - I = 2 \begin{bmatrix} -\vec{v}_1/||\vec{v}_1|| \end{bmatrix} \begin{bmatrix} -\vec{v}_1/||\vec{v}_1|| \end{bmatrix}^T - I$$  \hspace{1cm} (8.31)

from Equation 8.27 and hence we can form two pairs

$$\begin{bmatrix} \pi, + \vec{v}_1/||\vec{v}_1|| \end{bmatrix}, \begin{bmatrix} \pi, - \vec{v}_1/||\vec{v}_1|| \end{bmatrix}$$  \hspace{1cm} (8.32)

representing this rotation.

Let’s now move to \(-1 < \cos \theta < 1\). We construct matrix

$$R - R^T = (1 - \cos \theta) \begin{bmatrix} | | \vec{v} \end{bmatrix} + \cos \theta I + \sin \theta \begin{bmatrix} | | \vec{v} \end{bmatrix}_x$$

$$- \begin{bmatrix} (1 - \cos \theta) \begin{bmatrix} | | \vec{v} \end{bmatrix} + \cos \theta I + \sin \theta \begin{bmatrix} | | \vec{v} \end{bmatrix}_x \end{bmatrix}^T$$  \hspace{1cm} (8.33)

$$= (1 - \cos \theta) \begin{bmatrix} | | \vec{v} \end{bmatrix} + \cos \theta I + \sin \theta \begin{bmatrix} | | \vec{v} \end{bmatrix}_x$$

$$- \begin{bmatrix} (1 - \cos \theta) \begin{bmatrix} | | \vec{v} \end{bmatrix} + \cos \theta I - \sin \theta \begin{bmatrix} | | \vec{v} \end{bmatrix}_x \end{bmatrix}$$  \hspace{1cm} (8.34)

$$= 2 \sin \theta \begin{bmatrix} | | \vec{v} \end{bmatrix}_x$$  \hspace{1cm} (8.35)

which gives

$$\begin{bmatrix} 0 & r_{12} - r_{21} & r_{13} - r_{31} \\ r_{21} - r_{12} & 0 & r_{23} - r_{32} \\ r_{31} - r_{13} & r_{32} - r_{23} & 0 \end{bmatrix} = 2 \sin \theta \begin{bmatrix} 0 & -v_3 & v_2 \\ v_3 & 0 & -v_1 \\ -v_2 & v_1 & 0 \end{bmatrix}$$  \hspace{1cm} (8.36)

and thus

$$\sin \theta \vec{v} = \frac{1}{2} \begin{bmatrix} r_{32} - r_{23} \\ r_{13} - r_{31} \\ r_{21} - r_{12} \end{bmatrix}$$  \hspace{1cm} (8.37)
We thus get
\[
| \sin \theta | || \vec{v} || = | \sin \theta | = \frac{1}{2} \sqrt{(r_{23} - r_{32})^2 + (r_{31} - r_{13})^2 + (r_{12} - r_{21})^2}
\]  (8.38)

There holds
\[
\sin \theta \ \vec{v} = \sin(-\theta) (-\vec{v})
\]  (8.39)
true and hence we define
\[
\theta = \arccos \left( \frac{1}{2} (\text{trace}(R) - 1) \right), \quad \vec{r} = \frac{1}{2} \begin{bmatrix} r_{32} - r_{23} \\ r_{13} - r_{31} \\ r_{21} - r_{12} \end{bmatrix}
\]  (8.40)
and write two pairs
\[
\begin{bmatrix} \theta, +\vec{r} \sin \theta \\ -\theta, -\vec{r} \sin \theta \end{bmatrix}
\]  (8.41)
representing rotation $R$.

We see that all rotations are represented by two pairs of $[\theta, \vec{v}]$ except for the identity, which is represented by an infinite number of pairs.

### 8.2 Euler vector representation and the exponential map

Let us now discuss another classical and natural representation of rotations. It may seem as only a slight variation of the angle-axis representation but it leads to several interesting connections and properties.

Let us consider the **euler vector** defined as
\[
\vec{e} = \theta \ \vec{v}
\]  (8.42)
where $\theta$ is the rotation angle and $\vec{v}$ is the unit vector representing the rotation axis in the angle-axis representation as in Equation 8.27.

Next, let us recall the very fundamental real functions $[3]$ and their related power series
\[
\exp x = \sum_{n=0}^{\infty} \frac{x^n}{n!}
\]  (8.43)
\[
\sin x = \sum_{n=0}^{\infty} \frac{(-1)^n x^{2n+1}}{(2n+1)!}
\]  (8.44)
\[
\cos x = \sum_{n=0}^{\infty} \frac{(-1)^n x^{2n}}{(2n)!}
\]  (8.45)

It makes sense to define the exponential function of an $m \times m$ real matrix $A \in \mathbb{R}^{m \times m}$ as
\[
\exp A = \sum_{n=0}^{\infty} \frac{A^n}{n!}
\]  (8.46)

We will now show that the rotation matrix $R$ corresponding to the angle-axis parameterization $[\theta, \vec{v}]$ can be obtained as
\[
R([\theta, \vec{v}]) = \exp [\vec{e}]_x = \exp [\theta \ \vec{v}]_x
\]  (8.47)
The basic tool we have to employ is the relationship between $[\vec{e}]^3_x$ and $[\vec{e}]_x$. It will allow us to pass from the infinite summation of matrix powers to the infinite summation of the powers of the $\theta$ and hence to $\sin \theta$ and $\cos \theta$, which will, at the end, give the Rodrigues formula. We write, Equation 8.11,

\[
[\theta \vec{v}]^2_x = \theta^2 (\vec{v} \vec{v}^T - I) \\
[\theta \vec{v}]^3_x = -\theta^2 [\theta \vec{v}]_x \\
[\theta \vec{v}]^4_x = -\theta^2 [\theta \vec{v}]^2_x \\
[\theta \vec{v}]^5_x = \theta^4 [\theta \vec{v}]_x \\
[\theta \vec{v}]^6_x = \theta^4 [\theta \vec{v}]^2_x \\
\vdots
\]

and substitute into Equation 8.46 to get

\[
\exp [\theta \vec{v}]_x = \sum_{n=0}^{\infty} \frac{[\theta \vec{v}]^n_x}{n!} = \sum_{n=0}^{\infty} \frac{[\theta \vec{v}]^{2n}_x}{(2n)!} + \sum_{n=0}^{\infty} \frac{[\theta \vec{v}]^{2n+1}_x}{(2n+1)!}
\]

(8.49)

(8.50)

Let us notice the identities, which are obtained by generalizing Equations 8.48 to an arbitrary power $n$

\[
[\theta \vec{v}]^0_x = I \\
[\theta \vec{v}]^{2n}_x = (-1)^{n-1} \theta^{2(n-1)} [\theta \vec{v}]^2_x \quad \text{for } n = 1, \ldots \\
[\theta \vec{v}]^{2n+1}_x = (-1)^n \theta^{2n} [\theta \vec{v}]_x \quad \text{for } n = 0, \ldots
\]

(8.51)

(8.52)

(8.53)

and substitute them into Equation 8.50 to get

\[
\exp [\theta \vec{v}]_x = I + \sum_{n=1}^{\infty} \frac{(-1)^n \theta^{2n}}{(2n)!} \theta [\vec{v}]_x + \sum_{n=0}^{\infty} \frac{(-1)^n \theta^{2n}}{(2n+1)!} \theta [\vec{v}]_x
\]

\[
= I + \left( \sum_{n=1}^{\infty} \frac{(-1)^{n-1} \theta^{2n-1}}{(2n)!} \right) [\vec{v}]^2_x + \sum_{n=0}^{\infty} \frac{(-1)^n \theta^{2n+1}}{(2n+1)!} [\vec{v}]_x
\]

\[
= I - \left( \sum_{n=0}^{\infty} \frac{(-1)^n \theta^{2n}}{(2n)!} - 1 \right) [\vec{v}]^2_x + \sin \theta [\vec{v}]_x
\]

\[
= I - (\cos \theta - 1) [\vec{v}]^2_x + \sin \theta [\vec{v}]_x
\]

\[
= I + \sin \theta [\vec{v}]_x + (1 - \cos \theta) [\vec{v}]^2_x
\]

\[
= I + \sin \|\vec{v}\| \left[ \frac{\vec{e}}{\|\vec{e}\|}_x \right]^2 + (1 - \cos \|\vec{e}\|) \left[ \frac{\vec{e}}{\|\vec{e}\|}_x \right]^2
\]

\[
= R([\theta, \vec{v}])
\]

(8.54)

by the comparison with Equation 8.25.
8.3 Quaternion representation of rotation

8.3.1 Quaternion parameterization

We shall now introduce another parameterization of \( \mathbb{R} \) by four numbers but this time we will not use goniometric functions but polynomials only. We shall see later that this parameterization has other useful properties.

This parameterization is known as *unit quaternion* parameterization of rotations since rotations are represented by unit vectors from \( \mathbb{R}^4 \). In general, it may sense to talk even about non-unit quaternions and we will see how to use them later when applying rotations represented by unit quaternions on points represented by non-unit quaternions. To simplify our notation, we will often write “quaternions” instead of more correct “unit quaternions”.

Let us do a seemingly unnecessary trick. We will pass from \( \theta \) to \( \theta \) and introduce

\[
\vec{q} = \left[ \begin{array}{c} \cos \frac{\theta}{2} \\ \vec{v} \sin \frac{\theta}{2} \end{array} \right] = \left[ \begin{array}{c} q_1 \\ q_2 \\ q_3 \\ q_4 \end{array} \right] = \left[ \begin{array}{c} \cos \frac{\theta}{2} \\ v_1 \sin \frac{\theta}{2} \\ v_2 \sin \frac{\theta}{2} \\ v_3 \sin \frac{\theta}{2} \end{array} \right]
\] (8.55)

There still holds

\[
\|\vec{q}\| = q_1^2 + q_2^2 + q_3^2 + q_4^2 = \cos^2 \frac{\theta}{2} + \sin^2 \frac{\theta}{2} v_1^2 + \sin^2 \frac{\theta}{2} v_2^2 + \sin^2 \frac{\theta}{2} v_3^2 = \cos^2 \frac{\theta}{2} + \sin^2 \frac{\theta}{2} = 1
\] (8.56)

true. We can verify that the following identities

\[
\begin{align*}
cos \theta &= 2 \cos^2 \frac{\theta}{2} - 1 = 2 q_1^2 - 1 \quad (8.57) \\
sin \theta &= 2 \cos \frac{\theta}{2} \sin \frac{\theta}{2} \quad (8.58) \\
sin \theta \vec{v} &= 2 \cos \frac{\theta}{2} \sin \frac{\theta}{2} \vec{v} = 2 q_1 \begin{bmatrix} q_2 & q_3 & q_4 \end{bmatrix}^T \quad (8.59) \\
cos \theta &= 1 - 2 \sin^2 \frac{\theta}{2} = 1 - 2 (q_2^2 + q_3^2 + q_4^2) = q_1^2 - q_2^2 - q_3^2 - q_4^2 \quad (8.60) \\
1 - \cos \theta &= 2 \sin^2 \frac{\theta}{2} = 2 (q_2^2 + q_3^2 + q_4^2) \quad (8.61)
\end{align*}
\]
hold true. We can now substitute the above into Equation 8.23 to get

\[
R = I + \sin \theta \, [\vec{v}]_x + (1 - \cos \theta) \, [\vec{v}]_x^2
\]

(8.62)

\[
= I + 2 \cos \frac{\theta}{2} \sin \frac{\theta}{2} \, [\vec{v}]_x + 2 \sin^2 \frac{\theta}{2} \, [\vec{v}]_x^2
\]

(8.63)

\[
= I + 2 \cos \frac{\theta}{2} \left[ \sin \frac{\theta}{2} \vec{v} \right]_x + 2 \left[ \sin \frac{\theta}{2} \vec{v} \right]_x^2
\]

(8.64)

\[
= I + 2 \cos \frac{\theta}{2} \left[ \sin \frac{\theta}{2} \vec{v} \right]_x + 2 \left( \left[ \sin \frac{\theta}{2} \vec{v} \right]_x - I \right)
\]

(8.65)

\[
= I + 2 q_1 \left[ \begin{array}{c} q_2 \\ q_3 \\ q_4 \end{array} \right]_x + 2 \left( \left[ \begin{array}{c} q_2 \\ q_3 \\ q_4 \end{array} \right]_x - I \right)
\]

(8.66)

\[
= \left[ \begin{array}{cccc}
1 & -2 q_1 q_4 & 2 q_1 q_3 & 2 q_1 q_2 \\
2 q_1 q_4 & 1 & -2 q_1 q_2 & 2 q_1 q_3 \\
-2 q_1 q_3 & 2 q_1 q_2 & 1 & 2 q_1 q_4 \\
2 q_1 q_2 & 2 q_1 q_3 & 2 q_1 q_4 & -2 \end{array} \right] + \left[ \begin{array}{cccc}
2 q_2 q_2 - 2 & 2 q_2 q_3 & 2 q_2 q_4 \\
2 q_3 q_2 & 2 q_3 q_3 - 2 & 2 q_3 q_4 \\
2 q_4 q_2 & 2 q_4 q_3 & 2 q_4 q_4 - 2 \\
2 (q_2 q_3 - q_1 q_4) & 2 (q_2 q_4 - q_1 q_3) & 2 (q_3 q_4 - q_1 q_2) & 2 (q_4 q_3 - q_1 q_2) \\
2 (q_2 q_4 - q_1 q_3) & 2 (q_3 q_4 + q_1 q_2) & 2 (q_1 q_3 - q_2 q_4) & 2 (q_1 q_2 - q_3 q_4) \\
2 (q_2 q_3 + q_1 q_4) & 2 (q_2 q_4 + q_1 q_3) & 2 (q_3 q_4 - q_1 q_2) & 2 (q_4 q_3 - q_1 q_2) \\
2 (q_2 q_4 - q_1 q_3) & 2 (q_3 q_4 + q_1 q_2) & 2 (q_1 q_3 - q_2 q_4) & 2 (q_1 q_2 - q_3 q_4) \\
2 (q_2 q_3 + q_1 q_4) & 2 (q_2 q_4 + q_1 q_3) & 2 (q_3 q_4 - q_1 q_2) & 2 (q_4 q_3 - q_1 q_2) \end{array} \right]
\]

(8.67)

which uses only second order polynomials in elements of \( \vec{q} \).

### 8.3.2 Computing quaternions from \( R \)

To get the quaternions representing a rotation matrix \( R \), we start with Equation 8.64. Let us first confine \( \theta \) to the real interval \((-\pi, \pi]\) as we did for the angle-axis parameterization.

Matrix \( R \) is either is or it is not symmetric. If \( R \) is symmetric, then either \( \sin \theta/2 \, \vec{v} = \vec{0} \) or \( \cos \theta/2 = 0 \). If \( \sin \theta/2 \, \vec{v} = \vec{0} \), then \( \sin \theta/2 = 0 \) since \( \| \vec{v} \| = 1 \) and thus \( \cos \theta/2 = \pm 1 \). However, \( \cos \theta/2 = -1 \) for \( \theta \in (-\pi, \pi] \) and hence \( \cos \theta/2 = 1 \). This corresponds to \( \theta = 0 \) and hence to \( R = I \) which is thus represented by quaternion

\[
[1 \ 0 \ 0 \ 0]^T
\]

(8.68)

If \( \cos \theta/2 = 0 \), then \( \sin \theta/2 = \pm 1 \) but \( \sin \theta/2 = -1 \) for \( \theta \in (-\pi, \pi] \) and hence \( \sin \theta/2 = 1 \). This corresponds to the rotation the by \( \theta = \pi \) around the axis given by unit \( \vec{v} = [v_1, v_2, v_3]^T \). This rotation is thus represented by quaternion

\[
[0 \ v_1 \ v_2 \ v_3]^T
\]

(8.69)

Notice that \( \vec{v} \) and \( -\vec{v} \) generate the same rotation matrix \( R \) and hence every rotation by \( \theta = \pi \) is represented by two quaternions.

If \( R \) is not symmetric, then \( R - R^\top \neq 0 \) and hence we are getting a useful relationship

\[
R - R^\top = 4 \cos \frac{\theta}{2} \left[ \sin \frac{\theta}{2} \vec{v} \right]_x
\]

(8.70)
and next continue with writing

\[
\cos^2 \frac{\theta}{2} = 1 - \sin^2 \frac{\theta}{2} = 1 - \frac{1}{2} (1 - \cos \theta) = 1 - \frac{1}{2} \left( 1 - \frac{1}{2} (\text{trace } R - 1) \right) = \frac{1}{4} (1 + \text{trace } R) \quad (8.71)
\]

using \( \text{trace } R \), and thus

\[
q_1 = \cos \frac{\theta}{2} = \frac{s}{2} \sqrt{\text{trace } R + 1}
\]

with \( s = \pm 1 \). We can form equation

\[
\begin{bmatrix}
0 & r_{12} - r_{21} & r_{13} - r_{31} \\
 r_{21} - r_{12} & 0 & r_{23} - r_{32} \\
 r_{31} - r_{13} & r_{32} - r_{23} & 0
\end{bmatrix}
= \begin{bmatrix}
r_{32} - r_{23} & r_{13} - r_{31} \\
 r_{21} - r_{12} & 0
\end{bmatrix}
\times
\begin{bmatrix}
r_2 \\
 q_3 \\
 q_4
\end{bmatrix}
\]

which gives the following two quaternions

\[
\begin{bmatrix}
\frac{\text{trace } R + 1}{2 \sqrt{\text{trace } R + 1}} & r_{32} - r_{23} & r_{13} - r_{31} & r_{21} - r_{12}
\end{bmatrix}
, \quad
\begin{bmatrix}
\frac{\text{trace } R + 1}{2 \sqrt{\text{trace } R + 1}} & r_{32} - r_{23} & r_{13} - r_{31} & r_{21} - r_{12}
\end{bmatrix}
\]

which represent the same rotation as \( R \).

We see that all rotations are represented by the above by two quaternions \( \vec{q} \) and \( -\vec{q} \) except for the identity, which is represented by exactly one quaternion.

The quaternion representation of rotation presented above represents every rotation by a finite number of quaternions whereas angle-axis representation allowed for an infinite number of angle-axis pairs to correspond to the identity. Yet, even this still has an “aesthetic flaw” at the identity, which has only one quaternion whereas all other rotations have two quaternions. The “flaw” can be removed by realizing that \( \vec{q} = [-1, 0, 0, 0]^T \) also maps to the identity. However, if we look for \( \theta \) that corresponds to \( \cos \theta/2 = -1 \) we see that such \( \theta/2 = \pm k \pi \) and hence \( \theta = \pm 2 k \pi \) for \( k = 1, 2, \ldots \), which are points isolated from \( (-\pi, \pi) \). Now, if we allow \( \theta \) to be in interval \((-2\pi, +2\pi] \), then the set

\[
\left\{ \begin{bmatrix}
\cos \theta/2 \\
\vec{v} \sin \theta/2
\end{bmatrix} \left| \theta \in [-2\pi, +2\pi], \vec{v} \in \mathbb{R}^3, \| \vec{v} \| = 1 \right. \right\} \quad (8.75)
\]

of quaternions contains exactly two quaternions for every rotation matrix \( R \) and is obtained by a continuous mapping of a closed interval of angles, which is boundend, times a sphere in \( \mathbb{R}^3 \), which is also closed and bounded.

### 8.3.3 Quaternion composition

Consider two rotations represented by \( \vec{q}_1 \) and \( \vec{q}_2 \). The respective rotation matrices \( R_1, R_2 \) can be composed into rotation matrix \( R_{21} = R_2 R_1 \), which can be represented by \( \vec{q}_{21} \). Let us investigate how to obtain \( \vec{q}_{21} \) from \( \vec{q}_1 \) and \( \vec{q}_2 \). We shall use Equation 8.76 to relate \( R_1 \) to \( \vec{q}_1 \) and \( R_2 \) to \( \vec{q}_2 \), then evaluate \( R_{21} = R_2 R_1 \) and recover \( \vec{q}_{21} \) from \( R_{21} \). We use Equation 8.23 to write

\[
R = 2 \sin^2 \frac{\theta}{2} \vec{v} \vec{v}^T + (2 \cos^2 \frac{\theta}{2} - 1) I + 2 \cos \frac{\theta}{2} \sin \frac{\theta}{2} [\vec{v}]_\times \quad (8.76)
\]
Let us next assume that both $R_1$ and $R_2$ are not identities. Then $\theta_1 \neq 0$ and $\theta_2 \neq 0$ and rotation axes $\vec{v}_1 \neq \vec{0}$, $\vec{v}_2 \neq \vec{0}$ are well defined. We can now distinguish two cases. Either $\vec{v}_1 = \pm \vec{v}_2$, and then $\vec{v}_2 = \vec{v}_1 = \pm \vec{v}_2$, or $\vec{v}_1 \neq \pm \vec{v}_2$, and then
\[
[\vec{v}_1, \vec{v}_2, \vec{v}_2 \times \vec{v}_1]
\] forms a basis of $\mathbb{R}^3$. We can thus write
\[
\sin \frac{\theta_2}{2} \vec{v}_2 = a_1 \sin \frac{\theta_1}{2} \vec{v}_1 + a_2 \sin \frac{\theta_2}{2} \vec{v}_2 + a_3 (\vec{v}_2 \times \vec{v}_1)
\] with coefficients $a_1, a_2, a_3 \in \mathbb{R}$. To find coefficients $a_1, a_2, a_3$, we will consider the following special situations:

1. $\vec{v}_1 = \pm \vec{v}_2$ implies $\vec{v}_2 = \vec{v}_1 = \pm \vec{v}_2$ and $\theta_21 = \theta_1 \pm \theta_2$ for all real $\theta_1$ and $\theta_2$.

2. $\vec{v}_2 \vec{v}_1 = 0$ and $\theta_1 = \theta_2 = \pi$ implies
\[
\begin{align*}
R_1 &= 2 \vec{v}_1 \vec{v}_1^\top - I \quad (8.81) \\
R_2 &= 2 \vec{v}_2 \vec{v}_2^\top - I \quad (8.82) \\
R_{21} &= (2 \vec{v}_2 \vec{v}_2^\top - I)(2 \vec{v}_1 \vec{v}_1^\top - I) = I - 2 (\vec{v}_2 \vec{v}_2^\top + \vec{v}_1 \vec{v}_1^\top) \quad (8.83)
\end{align*}
\]

We see that in the former case we are getting
\[
\sin \frac{\theta_21}{2} \vec{v}_1 = (a_1 \sin \frac{\theta_1}{2} + a_2 \sin \frac{\theta_2}{2}) \vec{v}_1 \quad \text{for all } \theta_1, \theta_2 \in \mathbb{R} \quad (8.84)
\] which for $\vec{v}_1 \neq \vec{0}$ leads to
\[
\begin{align*}
\sin \frac{\theta_21}{2} &= a_1 \sin \frac{\theta_1}{2} + a_2 \sin \frac{\theta_2}{2} \quad (8.85) \\
\sin \frac{\theta_1 + \theta_2}{2} &= a_1 \sin \frac{\theta_1}{2} + a_2 \sin \frac{\theta_2}{2} \quad (8.86) \\
\sin \frac{\theta_1}{2} \cos \frac{\theta_2}{2} + \cos \frac{\theta_1}{2} \sin \frac{\theta_2}{2} &= a_1 \sin \frac{\theta_1}{2} + a_2 \sin \frac{\theta_2}{2} \quad (8.87)
\end{align*}
\]
for all $\theta_1, \theta_2 \in \mathbb{R}$. But that means that
\[
a_1 = \cos \frac{\theta_2}{2} \quad \text{and} \quad a_2 = \cos \frac{\theta_1}{2} \quad (8.88)
\]
In the latter case we find that \( \vec{v}_{21} \) is a non-zero multiple of \( \vec{v}_2 \times \vec{v}_1 \) since

\[
R_{21}(\vec{v}_2 \times \vec{v}_1) = (I - 2(\vec{v}_2^T \vec{v}_2 + \vec{v}_1^T \vec{v}_1))(\vec{v}_2 \times \vec{v}_1) = \vec{v}_2 \times \vec{v}_1 - 2 \vec{v}_2 \vec{v}_1^T (\vec{v}_2 \times \vec{v}_1) = \vec{v}_2 \times \vec{v}_1
\]  

(8.89)

(8.90)

(8.91)

But that means that

\[
\sin \frac{\theta_{21}}{2} (\vec{v}_2 \times \vec{v}_1) = a_3 (\vec{v}_2 \times \vec{v}_1)
\]

(8.92)

and hence for non-zero \( \vec{v}_2 \times \vec{v}_1 \) we are getting

\[
a_3 = \sin \frac{\theta_{21}}{2}
\]

(8.93)

We get \( \theta_{21} \) using Equation 6.67 as

\[
\cos \theta_{21} = \frac{1}{2} (\text{trace } R - 1)
\]

(8.94)

\[
= \frac{1}{2} (3 - 2(\|\vec{v}_2\|^2 + \|\vec{v}_1\|^2) - 1)
\]

(8.95)

\[
= \frac{1}{2} (3 - 4 - 1) = -1
\]

(8.96)

and hence

\[
\theta_{21} = \pm \pi \quad \text{suggests} \quad a_3 = \sin \frac{\pm \pi}{2} = \pm 1 = \pm \sin \frac{\pi}{2} \sin \frac{\pi}{2} = \pm \sin \frac{\theta_1}{2} \sin \frac{\theta_2}{2}
\]

(8.97)

We can thus hypothesize that in general

\[
\sin \frac{\theta_{21}}{2} \vec{v}_{21} = \cos \frac{\theta_{21}}{2} \left( \sin \frac{\theta_{1}}{2} \vec{v}_{1} \right) + \cos \frac{\theta_{1}}{2} \left( \sin \frac{\theta_{2}}{2} \vec{v}_{2} \right) + \left( \sin \frac{\theta_{2}}{2} \vec{v}_{2} \right) \times \left( \sin \frac{\theta_{1}}{2} \vec{v}_{1} \right)
\]

(8.98)

Let’s next find \( \cos \frac{\theta_{21}}{2} \) consistent with the above hypothesis. We see that

\[
\cos^2 \frac{\theta_{21}}{2} = 1 - \sin^2 \frac{\theta_{21}}{2}
\]

(8.99)

and hence we evaluate

\[
\sin^2 \frac{\theta_{21}}{2} = \sin^2 \frac{\theta_{21}}{2} \vec{v}_{21}^T \vec{v}_{21} = \left( \sin \frac{\theta_{21}}{2} \vec{v}_{1} \right)^T \left( \sin \frac{\theta_{21}}{2} \vec{v}_{2} \right)
\]

(8.100)

\[
= \cos^2 \frac{\theta_{21}}{2} \sin^2 \frac{\theta_{1}}{2} + \cos^2 \frac{\theta_{1}}{2} \sin^2 \frac{\theta_{2}}{2} + 2 \cos \frac{\theta_{2}}{2} \cos \frac{\theta_{1}}{2} \left( \sin \frac{\theta_{2}}{2} \vec{v}_{2} \right)^T \left( \sin \frac{\theta_{1}}{2} \vec{v}_{1} \right) + \left[ \left( \sin \frac{\theta_{2}}{2} \vec{v}_{2} \right) \times \left( \sin \frac{\theta_{1}}{2} \vec{v}_{1} \right) \right]^T \left[ \left( \sin \frac{\theta_{2}}{2} \vec{v}_{2} \right) \times \left( \sin \frac{\theta_{1}}{2} \vec{v}_{1} \right) \right]
\]

(8.102)

We used the fact that \( \vec{v}_1, \vec{v}_2 \) are perpendicular to their vector product. To move further, we will use that for every two unit vectors \( \vec{u}, \vec{v} \) in \( \mathbb{R}^3 \) there holds true

\[
(\vec{u} \times \vec{v})^T (\vec{u} \times \vec{v}) = \|\vec{u} \times \vec{v}\|^2 = \|\vec{u}\|^2 \|\vec{v}\|^2 \sin^2 \angle(\vec{u}, \vec{v})
\]

(8.104)

\[
= \|\vec{u}\|^2 \|\vec{v}\|^2 (1 - \cos^2 \angle(\vec{u}, \vec{v})) = \|\vec{u}\|^2 \|\vec{v}\|^2 - (\vec{u}^T \vec{v})^2
\]

(8.105)
Applying this to the last summand in Equation 8.103, we get

\[
\sin^2 \frac{\theta_{21}}{2} = \cos^2 \frac{\theta_{2}}{2} \sin^2 \frac{\theta_{1}}{2} + \cos^2 \frac{\theta_{1}}{2} \sin^2 \frac{\theta_{2}}{2} \quad (8.106)
\]

\[
+ 2 \cos \frac{\theta_{2}}{2} \cos \frac{\theta_{1}}{2} \left( \sin \frac{\theta_{2}}{2} \bar{v}_2 \right) \left( \sin \frac{\theta_{1}}{2} \bar{v}_1 \right) \quad (8.107)
\]

\[
+ \sin^2 \frac{\theta_{2}}{2} \sin^2 \frac{\theta_{1}}{2} - \left[ \left( \sin \frac{\theta_{2}}{2} \bar{v}_2 \right) \left( \sin \frac{\theta_{1}}{2} \bar{v}_1 \right) \right]^2 \quad (8.108)
\]

\[
= \sin^2 \frac{\theta_{1}}{2} + \cos^2 \frac{\theta_{1}}{2} \sin^2 \frac{\theta_{2}}{2} \quad (8.109)
\]

\[
+ 2 \cos \frac{\theta_{2}}{2} \cos \frac{\theta_{1}}{2} \left( \sin \frac{\theta_{2}}{2} \bar{v}_2 \right) \left( \sin \frac{\theta_{1}}{2} \bar{v}_1 \right) - \left[ \left( \sin \frac{\theta_{2}}{2} \bar{v}_2 \right) \left( \sin \frac{\theta_{1}}{2} \bar{v}_1 \right) \right]^2 \quad (8.110)
\]

where we used the fact that

\[
\sin^2 \frac{\theta_{1}}{2} + \cos^2 \frac{\theta_{1}}{2} \sin^2 \frac{\theta_{2}}{2} = 1 - \cos^2 \frac{\theta_{1}}{2} + \cos^2 \frac{\theta_{1}}{2} \sin^2 \frac{\theta_{2}}{2} \quad (8.111)
\]

\[
= 1 + \cos^2 \frac{\theta_{1}}{2} \left( \sin^2 \frac{\theta_{2}}{2} - 1 \right) = 1 - \cos^2 \frac{\theta_{1}}{2} \cos^2 \frac{\theta_{2}}{2}.
\]

We are thus obtaining

\[
\cos^2 \frac{\theta_{21}}{2} = 1 - \sin^2 \frac{\theta_{21}}{2} \quad (8.112)
\]

\[
= \cos^2 \frac{\theta_{1}}{2} \cos^2 \frac{\theta_{2}}{2} \quad (8.113)
\]

\[
- 2 \cos \frac{\theta_{2}}{2} \cos \frac{\theta_{1}}{2} \left( \sin \frac{\theta_{2}}{2} \bar{v}_2 \right) \left( \sin \frac{\theta_{1}}{2} \bar{v}_1 \right) + \left[ \left( \sin \frac{\theta_{2}}{2} \bar{v}_2 \right) \left( \sin \frac{\theta_{1}}{2} \bar{v}_1 \right) \right]^2 \quad (8.114)
\]

Our complete hypothesis will be

\[
\sin \frac{\theta_{21}}{2} \bar{v}_{21} = \cos \frac{\theta_{2}}{2} \left( \sin \frac{\theta_{1}}{2} \bar{v}_1 \right) + \cos \frac{\theta_{1}}{2} \left( \sin \frac{\theta_{2}}{2} \bar{v}_2 \right) + \left( \sin \frac{\theta_{2}}{2} \bar{v}_2 \right) \times \left( \sin \frac{\theta_{1}}{2} \bar{v}_1 \right)
\]

\[
\cos \frac{\theta_{21}}{2} = \cos \frac{\theta_{1}}{2} \cos \frac{\theta_{2}}{2} - \left( \sin \frac{\theta_{2}}{2} \bar{v}_2 \right) \left( \sin \frac{\theta_{1}}{2} \bar{v}_1 \right) \quad (8.115)
\]

To verify this, we will run the following Maple [15] program

```maple
gerestart:
```
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\[ \text{c21} := c2 \cdot c1 - s1 \cdot x1 \cdot s2 \cdot x2 - s1 \cdot y1 \cdot s2 \cdot y2 - s1 \cdot z1 \cdot s2 \cdot z2 \]

\[ s21v21 := c2s1v1 + s2c1v2 + X.(s1v1) \]

\[ \text{RR21} := 2s21v21.\text{Transpose}(s21v21) + (2c21^{-2} - 1)E + 2c21X.(s1v1) \]

which verifies that our hypothesis was correct.

Considering two unit quaternions

\[ \vec{p} = \begin{bmatrix} p1 \\ p2 \\ p3 \\ p4 \end{bmatrix}, \quad \text{and} \quad \vec{q} = \begin{bmatrix} q1 \\ q2 \\ q3 \\ q4 \end{bmatrix} \]

(8.116)
we can now give their composition as

\[
\tilde{q}_{21} = \tilde{q} \tilde{p} = \begin{bmatrix}
q_1 p_1 - q_2 p_2 - q_3 p_3 - q_4 p_4 \\
q_1 p_2 + q_2 p_1 + q_3 p_4 - q_4 p_3 \\
q_1 p_3 + q_3 p_1 + q_4 p_2 - q_2 p_4 \\
q_1 p_4 + q_4 p_1 + q_2 p_3 - q_3 p_2
\end{bmatrix}
\]

(8.117)

\[
= \begin{bmatrix}
q_1 p_1 - q_2 p_2 - q_3 p_3 - q_4 p_4 \\
q_2 p_1 + q_1 p_2 - q_4 p_3 + q_3 p_4 \\
q_3 p_1 + q_4 p_2 + q_1 p_3 - q_2 p_4 \\
q_4 p_1 - q_3 p_2 + q_2 p_3 + q_1 p_4
\end{bmatrix}
\]

(8.118)

\[
= \begin{bmatrix}
q_1 & -q_2 & -q_3 & -q_4 \\
q_2 & q_1 & -q_4 & q_3 \\
q_3 & q_4 & q_1 & -q_2 \\
q_4 & -q_3 & q_2 & q_1
\end{bmatrix}
\]

(8.119)

\[\tilde{q}_{21} = \tilde{q} \tilde{p}\tilde{q}^{-1}\]

(8.120)

\[\tilde{q} \tilde{p}(\vec{x}) \tilde{q}^{-1} = \begin{bmatrix}
\cos \frac{\theta}{2} & \sin \frac{\theta}{2} \vec{v} \\
-\sin \frac{\theta}{2} \vec{v} & \cos \frac{\theta}{2}
\end{bmatrix}\begin{bmatrix}
0 \\
\vec{x}
\end{bmatrix}
\]

(8.121)

8.3.4 Application of quaternions to vectors

Consider a rotation by angle \(\theta\) around an axis with direction \(\vec{v}\) represented by a unit quaternion \(\tilde{q} = \left[\cos \frac{\theta}{2}, \sin \frac{\theta}{2} \vec{v}\right]\) and a vector \(\vec{x} \in \mathbb{R}^3\). To rotate the vector, we may construct the rotation matrix \(R(\tilde{q})\) and apply it to the vector \(\vec{x}\) as \(R(\tilde{q}) \vec{x}\).

Interestingly enough, it is possible to accomplish this in somewhat different and more efficient way by first “embedding” vector \(\vec{x}\) into a (non-unit!) quaternion

\[\tilde{p}(\vec{x}) = \begin{bmatrix} 0 \\ \vec{x} \end{bmatrix}\]

(8.120)

and then composing it with quaternion \(\tilde{q}\) from both sides

\[\tilde{q} \tilde{p}(\vec{x}) \tilde{q}^{-1}\]

(8.122)

One can verify that the following

\[\begin{bmatrix} 0 \\ R(\tilde{q}) \vec{x} \end{bmatrix} = \tilde{q} \tilde{p}(\vec{x}) \tilde{q}^{-1}\]

holds true.

8.4 “Cayley transform” parameterization

We see that unit quaternions provide a nice parameterization. It is given as a matrix with polynomial entries of four parameters. However, unit quaternions still are somewhat redundant since every rotation is represented twice.

Let us now mention yet another classical rotation parameterization, which is known as “Cayley transform”. This parameterization uses only three parameters to represent three-dimensional
rotations. In a sense, it is as economic as it can be. On the other hand, it can’t represent rotations by 180°.

Actually, it can be proven [16] that there is no mapping (parameterization), which could be (i) continuous, (ii) one-to-one, (iii) onto, and (iv) three-dimensional (i.e. mapping a “three-dimensional box” onto all three-dimensional rotations).

Axis-angle parameterization is continuous and onto but not one-to-one and not three-dimensional. Euler vector parameterization is continuous, onto, three-dimensional but not one-to one. Unit quaternions are continuous, onto but not three-dimensional and not one-to one (although they are close to that by being two-to-one). Finally, Cayley transform parameterization is continuous, one-to-one, three-dimensional but it not onto.

In addition, unit quaternions and Cayley transform parameterizations are “finite” in the sense that they are polynomial rational functions of their parameters while other above mentioned representations require some “infinite” process for computing goniometric functions. This may be no problem if approximate evaluation of functions is acceptable but, as we will see, it is a fundamental obstacle to solving interesting engineering problems using computational algebra.

8.4.1 Cayley transform parameterization of two-dimensional rotations

Let us first look at two-dimesional roations. Figure 8.2 shows an illustartion of the relationship between parameter $c$ and $\cos \theta$, $\sin \theta$ on the unit circle. We see that, using the similarity of triangles, $\frac{\sin \theta}{\cos \theta + 1} = \frac{c}{1}$. Considering that $(\cos \theta)^2 + (\sin \theta)^2 = 1$ we are getting

$$1 - (\cos \theta)^2 = (\sin \theta)^2 = c^2(\cos \theta + 1)^2 = c^2((\cos \theta)^2 + 2 \cos \theta + 1)$$

$$0 = (c^2 + 1)(\cos \theta)^2 + 2c^2 \cos \theta + c^2 - 1$$

Figure 8.2: Cayley transform parameterization of two-dimensional rotations.
and thus
\[ \cos \theta = \frac{-2c^2 \pm \sqrt{4c^4 - 4(c^2 + 1)(c^2 - 1)}}{2(c^2 + 1)} = \frac{-c^2 \pm \sqrt{c^4 - (c^2 - 1)}}{c^2 + 1} = \frac{\pm 1 - c^2}{1 + c^2} \]  
(8.125)
gives either \( \cos \theta = -1 \) or
\[ \cos \theta = \frac{1 - c^2}{1 + c^2} \]  
(8.126)
The former case corresponds to point \([-1 0]^T\). In the latter case, we have
\[ (\sin \theta)^2 = 1 - (\cos \theta)^2 = 1 - \left(\frac{1 - c^2}{1 + c^2}\right)^2 = \frac{(1 + c^2)^2 - (1 - c^2)^2}{(1 + c^2)^2} \]  
(8.127)
\[ = \frac{(1 + 2c^2 + c^4) - (1 - 2c^2 + c^4)}{(1 + c^2)^2} = \frac{4c^2}{(1 + c^2)^2} = \left(\frac{2c}{1 + c^2}\right)^2 \]  
(8.128)
and thus \( \sin \theta = \pm \frac{2c}{1 + c^2} \). Now, we see from Figure 8.2 that we want \( \sin \theta \) to be positive for positive \( c \). Therefore, we conclude that
\[ \sin \theta = \frac{2c}{1 + c^2} \]  
(8.129)
It is important to notice that with the parameterization given by Equation 8.126, we can never get \( \cos \theta = -1 \) for a real \( c \) since if that was true, we would get \(-1 - c^2 = 1 - c^2 \) and hence \(-1 = 1 \). On the other hand, we see that Cayley transform maps every \( c \in \mathbb{R} \) into a point on the unit circle \([\cos \theta \ \sin \theta]^T\), and hence to the corresponding rotation
\[ R(c) = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} = \begin{bmatrix} \frac{1 - c^2}{1 + c^2} & \frac{-2c}{1 + c^2} \\ \frac{2c}{1 + c^2} & \frac{1 - c^2}{1 + c^2} \end{bmatrix} \]  
(8.130)
The mapping \( R(c) : \mathbb{R} \to \mathbb{R} \) is one-to-one since when two \( c_1, c_2 \) map into the same point, then
\[ \frac{2c_1}{1 + c_1^2} = \frac{2c_2}{1 + c_2^2} \]  
(8.131)
\[ \frac{c_1(1 + c_2^2)}{1 + c_2^2} = \frac{c_2(1 + c_1^2)}{1 + c_1^2} \]  
(8.132)
\[ c_1 - c_2 = c_1c_2(c_1 - c_2) \]  
(8.133)
implies that either \( c_1c_2 \neq 0 \), and then \( c_1 = c_2 \), or \( c_1c_2 = 0 \), and then \( c_1 = 0 = c_2 \) because both \( 1 + c_1^2, 1 + c_2^2 \) are positive. Next, let us see that the mapping is also onto \( \mathbb{R} \setminus \{-1 0]^T\). Consider a point \([\cos \theta \ \sin \theta]^T \neq [-1 0]^T\). Its preimage \( c \), is obtained as
\[ c = \frac{\sin \theta}{1 + \cos \theta} \]  
(8.134)
which is clearly defined for \( \cos \theta \neq -1 \).

### 8.4.1.1 Two-dimensional rational rotations

It is also important to notice that the \( R(c) \) is a rational function of \( c \) as well as \( c \) is a rational function of \( c \) (e.g. of the two elements in its first column). Hence, every rational number \( c \) gives a rational point \([a \ b]^T\) on the unit circle as well as every rational point \([a \ b]^T\) provides a rational \( c \). This way, we can obtain all rational two-dimensional rotations by going over all rational \( c \)'s plus the rotation \(-I_{2 \times 2}\).
8.4.2 Cayley transform parameterization of three-dimensional rotations

We saw that we have obtained a bijective (one-to-one and onto) mapping between all real numbers and all two-dimensional rotations other than the rotation by 180° degrees. Now, since every three-dimensional rotation can be actually seen as a two-dimensional rotation after aligning the z-axis with the rotation axis, we may hint on having an analogous situation in three dimensions after removing all rotations by 180°. Let us investigate this further and see that we can indeed establish a bijective mapping between \( \mathbb{R}^3 \) and all three-dimensional rotations other than 180° angle.

Let us consider that all rotations by 180° are represented by unit quaternions in the form \( [0 \ q_2 \ q_3 \ q_4] \). Hence, to remove them, it is enough to remove from all cases when \( q_1 = 0 \). One way to do it, is to write down the rotation matrix in terms of (non-unit) quaternions \( \vec{q} \)

\[
R(\vec{q}) = \frac{1}{q_1^2 + q_2^2 + q_3^2 + q_4^2} \begin{bmatrix}
q_1^2 + q_2^2 - q_3^2 - q_4^2 & 2(q_2q_3 - q_1q_4) & 2(q_2q_4 + q_1q_3) \\
2(q_2q_3 + q_1q_4) & q_1^2 - q_2^2 + q_3^2 - q_4^2 & 2(q_3q_4 - q_1q_2) \\
2(q_2q_4 - q_1q_3) & 2(q_3q_4 + q_1q_2) & q_1^2 - q_2^2 - q_3^2 + q_4^2
\end{bmatrix}
\]

(8.135)

and then set \( q_1 = 1, \ q_2 = c_1, \ q_3 = c_2, \ q_4 = c_3, \) to get

\[
R(\vec{c}) = \frac{1}{1 + c_1^2 + c_2^2 + c_3^2} \begin{bmatrix}
1 + c_1^2 - c_2^2 - c_3^2 & 2(c_1c_2 - c_3) & 2(c_1c_3 + c_2) \\
2(c_1c_2 + c_3) & 1 - c_1^2 + c_2^2 - c_3^2 & 2(c_2c_3 - c_1) \\
2(c_1c_3 - c_2) & 2(c_2c_3 + c_1) & 1 - c_1^2 - c_2^2 + c_3^2
\end{bmatrix}
\]

(8.136)

with \( \vec{c} = [c_1 \ c_2 \ c_3]^T \in \mathbb{R}^3 \).

It can be verified that \( R(\vec{c})^T R(\vec{c}) = I \) for all \( \vec{c} \in \mathbb{R}^3 \) and hence the mapping \( R(\vec{c}) : \mathbb{R}^3 \rightarrow \mathbb{R} \) maps the space \( \mathbb{R}^3 \) into rotation matrices \( R \). Let us next see that the mapping is also one-to-one.

First, notice that by setting \( c_1 = c_2 = 0 \), we are getting

\[
R(c_3) = \frac{1}{1 + c_3^2} \begin{bmatrix}
1 - c_3^2 & -2c_3 & 0 \\
2c_3 & 1 - c_3^2 & 0 \\
0 & 0 & 1 + c_3^2
\end{bmatrix} = \begin{bmatrix}
\frac{1-c_3^2}{1+c_3^2} & \frac{-2c_3}{1+c_3^2} & 0 \\
\frac{2c_3}{1+c_3^2} & \frac{1-c_3^2}{1+c_3^2} & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

(8.137)

which is exactly the Cayley parameterization for two-dimensional rotation around the z-axis. In the same way, we get that \( R(c_1) \) are rotations around the x-axis and \( R(c_2) \) are rotations around the y-axis.

We have seen in Paragraph 8.3.2 that the mapping between the unit quaternions \( \vec{q} \) and rotation matrices \( R(\vec{q}) \) was “two-to-one” in the way that there were exactly two quaternions \( \vec{q}, -\vec{q} \) mapping into one \( R \), i.e. \( R(\vec{q}) = R(-\vec{q}) \). Now, we are forcing the first coordinate of the unit quaternion \( \vec{q} = \frac{1}{1+c_1^2+c_2^2+c_3^2} \) be positive. Therefore, the mapping \( R(\vec{c}) \) becomes one-to-one.

Now, let us see that by \( R(\vec{c}) \) we can represent all rotations that are not by 180°. ...

8.4.2.1 Three-dimensional rational rotations
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