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Main Research Themes @ IVUL

Activity Understanding

• Activity Detection
• Efficient Search
• Object Tracking

• Sim4CV 
• Transfer Learning
• Applications

Vision for 

Automated Navigation

• Optimization for CV&ML 

(sparse, low-rank, integer)

• Deep DNN Understanding

Fundamentals
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THEME: ACTIVITY UNDERSTANDING
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Fun Facts

By 2017, online video will account 

for 74% of all online traffic3

45% of people watch more than an 

hour of Facebook or YouTube 

videos a week2

Almost 50% of internet users look 

for videos related to a product or 

service before visiting a store4

85% of Facebook video is watched 

without sound5

55% of people watch videos online 

every day1

Source: 1) MWP Statistics, 2015; 2) HubSpot, 2016 3) KPCB, 2016 4) Google, 2016; 5) DIGIDAY, 2016
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Applications of Activity Understanding
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~200 actions
>200 samples

Wide range of  high-level activities 
(organized in a hierarchy): 

daily living, work, leisure, etc.

Natural actors –
user generated video

Activity Detection @ IVUL
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Activity Detection @ IVUL

1st Version (R1.1):
• ~200 classes
• ~850 hours
• class hierarchy

ActivityNet: A Large-Scale Video 
Benchmark for Human Activity 

Understanding [CVPR’15]

Google Faculty Research Award in
2015; 1st in MENA for Machine
Perception; 1st in Saudi Arabia
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Activity Detection @ IVUL

At CVPR 2018 (June 22 – All Day)
http://activity-net.org/challenges/2018

Sponsored by:

ActivityNet: A Large-Scale Video Benchmark for Human Activity Understanding [CVPR’15]

http://activity-net.org/challenges/2018
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Activity Detection @ IVUL
1. Fast Temporal Activity Proposals for Efficient Detection of Human Actions in Untrimmed Videos [CVPR’16]

proposals are represented as sparse combinations of STIPs (10FPS on single CPU core)

2. DAPs: Deep Action Proposals for Action Understanding [ECCV’16] 
multi-scale (sparse) proposals are output by an LSTM in one pass (130FPS on single GPU)

3. SST: Single-Stream Temporal Action Proposals [CVPR’17]
multi-scale (dense) proposals are scored by a GRU in one pass + streaming (300FPS on single GPU)

action 

proposals

4. SCC: Semantic Context Cascade for Efficient Action Detection [CVPR’17]
incorporating objects and scenes in more efficient and accurate activity detection

5. End-to-End, Single-Stream Temporal Action Detection in Untrimmed Videos [BMVC’17] 
multi-scale (dense) detector for streaming video (700FPS on single GPU)

6. Action Search: Spotting Actions in Videos and Its Application to Temporal Action Localization [ECCV’18] 
learning to detect activities using human search sequences in video

7. What do I Annotate Next? An Empirical Study of Active Learning for Action Localization [ECCV’18] 
learnable active learner for efficient annotation and activity detector training

8. Diagnosing Error in Temporal Action Detectors [ECCV’18] 
tools to help diagnose detector errors (e.g. localization, double detection, classification, etc.)

action 

detectors



Bernard Ghanem

Activity Detection Examples

Key

Detection

Ground-truth 

Time

(Actions are played 

at 1x speed, 

Background video 

is sped up)
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Object Tracking @ IVUL
1. TrackingNet: A Large-Scale Dataset and Benchmark for Object Tracking in the Wild [ECCV’18]

large-scale dataset for single object tracking with withheld testing sequences

2. A Benchmark and Simulator for UAV Tracking [ECCV’16]
simulation based tracking benchmark and large dataset for aerial tracking

3. Context-Aware Correlation Filter Tracking [CVPR’17] [oral]
add-on to any correlation filter tracker to discriminate object from context

4. Target Response Adaptation for Correlation Filter Tracking [ECCV’16] [spotlight]
add-on to any correlation filter tracker to dynamically adapt the target per frame

5. Persistent Aerial Tracking System for UAVs [IROS’16]
STRUCK-based tracker for aerial tracking refined in simulation and transferred to real UAVs

6. In Defense of Sparse Tracking: Circulant Sparse Tracker [CVPR’16] [spotlight]
Revisiting LASSO based tracking with efficient FFT solution in dual domain

7. 3D Part-Based Sparse Tracker with Automatic Synchronization and Registration [CVPR’16]
sparsity based tracker in 3D exploiting automatic registration from frame-to-frame

tracking

datasets

tracking

frameworks

sample

trackers
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What else can we do with this simulator?

UE4Sim: A Photo-Realistic Simulator for Computer Vision Applications [IJCV 2017][Under Review]Sim4CV: A Photo-Realistic Simulator for Computer Vision Applications [IJCV’18] (www.sim4cv.org)

http://www.ue4sim.org/
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Self-Driving Car: Scene Generator

Sim4CV: A Photo-Realistic Simulator for Computer Vision Applications [IJCV’18](www.sim4cv.org)

http://www.ue4sim.org/
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Single RGB Camera Self-Driving Car Result

Sim4CV: A Photo-Realistic Simulator for Computer Vision Applications [IJCV’18](www.sim4cv.org)

http://www.ue4sim.org/
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Self-Driving Car: Real-World Transfer

Driving Policy Transfer via Modularity and Abstraction [CoRL’18][In Collaboration with Intel Labs]
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Self-Driving Car: Real-World Transfer

Driving Policy Transfer via Modularity and Abstraction [CoRL’18][In Collaboration with Intel Labs]
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Single RGB Camera based Self-Racing UAV

Teaching UAVs to Race: End-to-End Regression of Agile Controls in Simulation [ECCVW’18][Best Paper Award]
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THEME: FUNDAMENTALS
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What I’m NOT going to talk about.

FFTLasso: Large-Scale LASSO in the Fourier Domain 
[CVPR’17][oral]

High Order Tensor Formulation for Convolutional Sparse Coding [ICCV’17]

An Exact Penalty Method for Binary Optimization Based on MPEC Formulation 
[AAAI’17]

Lp-Box ADMM: A Versatile Framework for Integer Programming [TPAMI’18]

A Matrix Splitting Method for Composite Function 
Minimization [CVPR’17]



Bernard Ghanem

What I AM going to talk about

Oral @CVPR’18

https://github.com/ModarTensai/network_moments

https://github.com/ModarTensai/network_moments
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Noise Sensitivity

“turtle”

+ =

“whale”

+ =

“panda” “gibbon”
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Noise Sensitivity
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• Can we derive a closed form expression for the output probability 

density function? What about the moments?

• Ideally, we want these expressions for any network under any 

distribution.

Natural Questions
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• Can we derive a closed form expression for the output probability 

density function? What about the moments?

• Ideally, we want these expressions for any network under any 

distribution.
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Maybe that is just too difficult?

Natural Questions
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Given a Gaussian input, we want to derive analytical expressions for 

the first and second moments of this shallow piecewise linear NN.

Network Moments
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First Network Moment
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Second Network Moment (Technical Lemmas)
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Second Network Moment (Technical Lemmas)
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Second Network Moment
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Network Moments

The mean:

The variance:



Extending to Deeper Networks
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Given any piecewise linear deep neural network (PL-DNN)

Extending to Deeper Networks

“Koala!”
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We approximate the logits function                       around a certain input

Extending to Deeper Networks
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We propose a two-stage linearization strategy at a randomly chosen ReLU

Extending to Deeper Networks



Tightness Verification
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Verifying tightness by comparing the expressions to Monte Carlo Simulations 

under various network architectures and various noise regimes.

Tightness on Synthetic Networks and Data

Fully Connected Networks

Convolutional Networks
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Are the expressions tight enough to predict AlexNet top-k score ordering?

Tightness on AlexNet with ImageNet
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- Tightness on LeNet & explaining other (deterministic) adversarial attacks

- Choice of ReLU for two-stage linearization

- Linearization around cluster centers

- Analyzing the behavior of varying logit 

score under varying variance

More Experiments



Experiments
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• Using our expressions, it is now possible to study the effects of 

adding Gaussian noise around each pixel of the input 

• We can visualize a set of heat maps that shows the average fooling 

rate of LeNet per class label in MNIST validation dataset 

Localized Spatial Noise

Red and blue indicate high and low fooling rates respectively
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Targeted Adversarial Attack

Image:

Classified as:     9                     2                    3                    4                     7                    8
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Non-Targeted Adversarial Attack (𝛼- Support)

Misclassified MNIST images by 
LeNet:

Misclassified ImageNet images by 
AlexNet:

2%, 
±75

4%, 
±550
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• More attacks: 

– sparse support optimization (e.g. add L1 regularizer)

– spatially contiguous attacks (e.g. add TV regularizer)

– different input noise distributions

– applications: detection, segmentation, and emotion

• Use in network training

– No need for noisy data augmentation/sampling

Future Work with Network Moments
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Sneak Peek: Targeted Attacks with Spatially Contiguous Noise

+ =

+ =

original noise misclassified as 9
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