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Abstract

The paper summarizes omnidirectional image-based ren-
dering techniques giving a user a complete freedom of mo-
tion in a virtual reality. Image-based representation pro-
vides a photorealistic scene representation. We discuss two
VR scenarios, the “window into reality” and the “door of
perception”. We overview the complete process from the
acquisition to the rendering focusing on the advantages of
omnidirectional images for the user experience. We also dis-
cuss the acquisition setups and practical issues such as the
equipment used for real setups, presented for example at the
CeBit 2005 fair.

1 Introduction

Image-based rendering (IBR) is an alternative way of creat-
ing a virtual environment. As opposed to computer graphics
with a 3D model-based rendering, IBR does not require any
scene model, or only a rough scene geometry description
(for example an ellipsoid for a room) is sufficient. The main
idea behind the IBR is an image synthesis, when a set of
images is captured at some viewpoints and a much bigger
number of novel viewpoints and viewing directions is syn-
thesized. Moreover, the photorealistic output captures the
real lighting conditions and scene properties such as reflec-
tions, transparency, occlusions, see Figure 1.

This paper summarizes our previous work in IBR done in
the scope of an EU project BeNoGo [3]. The main purpose
of this paper is to overview all necessary steps leading to a
working IBR setup and present the results of the project. We
will cover the required theory as well as the practical issues
and give references to previous work for more details. The
paper is organized as follows. Section 2 introduces IBR,
Section 3 contains overview of X-slits, the IBR method we
used, Section 4 presents example applications, and Section 5
gives notes on practical realization of the IBR with common
hardware.

2 IBR methods

Following the classification from [11], one can divide the
IBR methods with respect to the amount of the geometri-
cal information required. One extreme are methods requir-

Figure 1: Comparison between a 3D model (top) and an IBR rep-
resentation (bottom) of the same scene, the Aalborg tower.

ing a rough 3D model of the scene, for example [9], having
the advantage that only a few images are required for the
scene representation, the other extreme are methods which
do not make use of any scene geometry, such as [6, 7], but
require a huge number of images. The best trade-off is of-
fered by methods which use a crude approximation of the
scene to lower the number of input images. We have chosen
X-slits [13] which are in general an example of a method
which does not use any geometrical information, but the
number of images can be greatly reduced by simple con-
stant depth assumption without degrading the output image
quality [2].
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Figure 2: A consumer level compact omnidirectional camera with
a fisheye lens.

3 X-slits IBR principles

The main idea behind X-slits IBR is a non-central projec-
tion where the light rays meet two “slits” instead of a single
point. One of the slits coincides with the path of the con-
trolled camera motion on a parametrizeable path, such as a
line or a circle. Provided with the controlled motion, the im-
plementation gets much simpler, but this condition can be
relaxed [10]. We assume that the camera moves on a con-
trolled moving platform on a circle or a line and captures
images in periodic time intervals. The other slit corresponds
to the position of a user of an IBR system and is considered
to be perpendicular to the plane in which the user moves.
Since the camera moves in the same plane, only occlusion
in the horizontal direction can be modeled, but this is suffi-
cient for most cases.

The X-slits IBR pipeline is as follows. First we acquire
our images on a parameterizable path and compose them
into the image volume. Image processing is required for
omnidirectional images, but even narrow field of view im-
ages often need some radial distortion correction. We use
fisheye lenses because they

e have field of view of 180° (off-the-shelf lenses, cheap and
available),

e can be modeled by a central projection,
e and no part of the image is obscured by the camera.

Images from the fisheye lens have to be converted into
volume images using off-line [1] or on-line [8] calibration
method. An example of compact consumer level omnidirec-
tional camera utilizing a fisheye lens can be seen in Figure 2.
The acquisition setups can be seen in Figure 3.

The images in the volume are organized so that the z-axis
is parameterized by the same parameter as the acquisition
path and each image has columns and rows marked by an-
gles. Then, we cut the volume by a slice depending on the
camera motion (circular or linear) and the user position, that
is the position of the vertical slit V. We have to determine
which columns 3 in the volume images I, correspond to
respective columns « in the IBR image

B = fala,V), (1)

Figure 3: Camera setups for (a) circular motion and (b) linear path.

v = LH@V). 2

Note that the IBR image has the same vertical field of view
as the input images and the horizontal field of view is 360°
for the circular motion and the same as the of the input im-
ages in the linear motion. We advocate using omnidirec-
tional input images to give the user complete freedom in
the viewing direction. Mind that the camera moves in the
plane without rotation, narrow field of view would limit the
experience in the virtual world. Proper image processing al-
lows transformation of omnidirectional images into images
which can be treated in the same way as narrow field of view
ones [1]. We will concretize the functions fz and f, in
the following sections together with specific contributions
of omnidirectional input images.

3.1 Circular acquisition path

Our first acquisition system utilized a camera rotating on
a motorized turntable looking outwards, see Figure 4(a).
The IBR image corresponds to a non-linear cut through the
volume, as it is depicted in Figure 4(b). This image is a
panoramic image of the environment, only a small part is
presented to a user who can move freely in the disc created
by the camera acquisition path and look around in arbitrary
direction. To maintain high visual fidelity of the IBR im-
ages, increasing the disc radius must result in a higher num-
ber of images. At the end of the BeNoGo project, we used
a 120cm disc and 720 images. The functions fg and f, be-
come

I64 arcsin <If sin(a)) , 3)
v o= B-a. )

The vertical slit V' is determined by the ratio %, where r
is the radius of the circular acquisition path and R is the
distance of V' from the center of rotation.

Omnidirectional images in this case allow the user to
use the complete disc as the region of exploration (REX)
and also allow arbitrary vertical viewing direction. Narrow
field of view camera limits the viewing directions, see Fig-
ure 5(a), compare with Figure 5(b). As we mentioned be-
fore, the IBR images is a panoramic image covering 360°
in the horizontal direction and omnidirectional input images
add 180° in the vertical direction. Only a small part of this
panoramic image is presented to the user as it is depicted in
Figure 6. The size of the actual image depends on the field
of view of the device used for visualization. Of course, a
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Figure 4: (a) Principle of X-slits rendering with circular cam-
era path. (b) Each X-slits image corresponds to a non-linear cut
through the image volume.

(b)

Figure 5: (a) Narrow field of view of the input images limits the
viewing direction of the user. (b) Omnidirectional input images
give freedom in the viewing direction.

mapping into the image coordinates from the spherical rep-
resentation of the panorama is required.

Volume slice

Figure 6: The panoramic image covers 360° x 180°, only a small
part is presented to the user.

3.2 Linear acquisition path

The second acquisition setup developed during the BeNoGo
project consisted of a linear motion platform which can be
extended up to 6 meters. The camera motion is again motor-
ized, providing a constant speed. Each linear cut through the
image volume corresponds to a X-slits image and its slope
is determined by the user position with respect to the acqui-
sition path [10]. The functions f3 and f, become

g = a, (5)
0% yarctan(f) + . (6)

" V=(xy)

Figure 7: X-slits rendering with linear acquisition path. The verti-
cal slit is at position (x,y) and the IBR column « is the column 3
from the image I,. See text for details.

(b)

Figure 8: (a) Principle of X-slits rendering with linear camera
path. (b) Each X-slits image corresponds to a linear cut through
the image volume.

The vertical slit V' is identified by its position (z,y) with
respect to the acquisition path, the situation is illustrated in
Figure 7. We can see that the above equation is linear in
the position of the virtual camera and that for each virtual
camera, we get a linear slice of the input volume, since the
columns in the volume images as well in the virtual images
can be organized by tan (3, see Figure 8.

In theory, one should acquire as many images as there
are columns in the output image on an acquisition path with
the same length as the screen used for visualization. While
the latter condition can be easily fulfilled, storing up to a
1000 images in the memory is still quite a problem. But
the number of images can again be reduced using the same
arguing as for the circular motion [2].

Omnidirectional input images give the user unlimited
field of view, as it is depicted in Figure 9. Limited field
of view (3 means that there will not be light rays (columns
from volume images) for IBR columns with o > (3. The
motion of the user will be limited, while omnidirectional
volume images allow the user to move arbitrarily in front of
the screen.

Unlike in the case of circular acquisition path, the cut
through the image volume leads to an image which is
presented to the user directly after vertical scaling of the
columns simulating the forward/backward motion, see Fig-
ure 10. Clipping by the display resolution is discussed later
in this paper, but it also works on the columns only.
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Figure 9: Limited field of view 3 does not allow to render full IBR
image at all desired positions. All IBR columns between o and o’
require columns from volume images that are outside their field of
view.

Figure 10: The whole IBR images is presented to the user in case
of the linear motion. Additional scaling works on the columns only.

4 Example applications

We describe two applications developed as demonstrators
for the BeNoGo project. The first one, developed by our
partner in the project [12], requires head mounted display
but shows that a very impressive scenario can be realized
with IBR at no additional cost, just by combining two
datasets. The second demonstrator does not require any spe-
cialized hardware, only a computer screen or projector with
a webcam is sufficient for a realistic illusion of a virtual win-
dow.

4.1 Door of perception

The door of perception utilizes two or even more datasets
captured on a circular path. Continuous segments of these
datasets are connected together into a singe set, a proper
augmentation has to be used to cover the “seams”. The
name “door of perception” comes from a demonstrator of
the BeNoGo project shown at the CeBit fair, where both a
real and a virtual doorframe create a separator between two
IBR worlds. By looking and walking through the door, the
user can move from one world to another in a natural, cap-
tivating, way. Top part of Figure 11 illustrates the principle
of the door of perception. By moving in the REX, the user
can move from Scenario 1 to Scenario 2. Recall that the
IBR images are in fact mosaic images covering the whole
360° in the horizontal direction. This means that some part
of the IBR images is composed only from images of Sce-
nario 1 while some other part is composed only from images
of Scenario 2. However, parts of the mosaic image can be
composed from images of either Scenario 1 or 2, depending
on the position of the viewer in the REX.

The composition of two datasets does not only create an
interesting illusion but can also be used to get rid of “uninter-
esting” parts of the respective datasets and to encourage the
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Figure 11: Principle of the door of perception scenario, see text
for a description. Image from [12].

user to move around in the virtual environment. The datasets
do not have to be split at an exact ratio, but the above men-
tioned demonstrator used 50/50 division for simplicity and
we will assume it in the following paragraphs.

We mentioned above that a proper augmentation has to
cover the seams, where the datasets are connected. A nat-
ural object is the doorframe, which can be also physically
augmented enhancing the feeling of presence in the virtual
world. The physical augmentation can be seen in Figure 12.
More formally, the augmentation has to fulfill the following
criteria

1. The augmentation has to be placed at the edge of the REX
so that the user cannot walk past it.

2. The width of the augmentation has to be larger or equal
to eye separation distance.

3. The augmentation must extend in the vertical direction
towards infinity.

The augmented doorframe acts as a real doorframe, so
that the user can see the second world through the door and
outside the door, the user sees the world in which he is stand-
ing. This effect is illustrated in the bottom part of Figure 11
and is realized by the IBR method without any additional
processing or computation but for a traditional 3D model
based rendering, this would not be a trivial task.



Hynek Bakstein and Tomds Pajdla

Figure 12: Door of perception in action at CeBit 2005, from [12].

4.2 Window into reality

When the camera moves on a linear path, X-slits IBR can
be used to simulate a “window” like experience. The user
can move arbitrarily in front of a “window” represented by
a computer or projection screen. The position of the viewer
corresponds to the position of the vertical slit S, see Fig-
ure 8(a). The camera path corresponds to the horizontal slit
S5 and coincides with the screen.

The user can actually move also up and down, the screen
representing the window provides correct “clipping”, so that
new parts of the image are uncovered by the vertical motion
of the user, see Figure 13. These new parts are not generated
by the IBR itself, instead they are represented by resampled
columns of the volume images, because the camera moved
only horizontally.

To simulate forward/backward motion, we have to scale
the columns by a uniform scaling factor [13]. The rescaled
image is clipped by the resolution of the visualization de-
vice. The scaling factor depends on the scene depth, see
Figure 14.

Figure 13: Example frames from Window into reality demonstra-
tion at CeBit 2005.

The window REX gives convincing feeling of looking
through a real window. A working setup was demonstrated
at the CeBit 2005 exhibition. We plan to use the same prin-
ciple of the window REX in an interactive art installation

created by a computer art group.

() (b)

Figure 14: Clipping of the vertical field of view by the screen
assuming (a) the scene in the infinity and (b) close objects.

5 Practical realization

We have used several technologies throughout the duration
of the BeNoGo project. Data acquired for the disc REX
were visualized using a head-mounted display (HMD) or
in the CAVE [5]. The tracking was magnetic (Polhemus
Fastrak) or ultrasonic (Intersense IS-600) combined with in-
ertial sensor (Intersense InertiaCube?2) for orientation. The
same tracking was used for the window REX. But the track-
ing devices were available only through our partner in the
project. Therefore, we also implemented an optical tracker
using OpenCV [4] which allowed to run a light-weight ver-
sion of the demonstration SW on a notebook. To cope with
the memory requirements, a client server architecture was
developed during the project, allowing distribution of vol-
ume image over nodes in a cluster of computers. However,
the system demonstrated at CeBit was running on a single
PC with 2GB of memory and the window into reality was
presented on a notebook with only 512MB of memory.

6 Conclusion

We have presented a complete overview of steps required for
practical implementation of an IBR system for photorealis-
tic representation of real complex scenes in a computer. The
steps covered acquisition systems, the necessary theory, ex-
ample applications, and practical issues of realization using
a commonly available hardware instead of specialized de-
vices such as HMD and CAVE. We described in detail two
scenarios with different acquisition setups and we demon-
strated advantages of omnidirectional input images for both
of them.
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