Neural mass model parameter identification for MEG/EEG
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ABSTRACT

Electroencephalography (EEG) and magnetoencephalography (MEG) have excellent time resolution. However, the poor spatial resolution and small number of sensors do not permit to reconstruct a general spatial activation pattern. Moreover, the low signal to noise ratio (SNR) makes accurate reconstruction of a time course also challenging. We therefore propose to use constrained reconstruction, modeling the relevant part of the brain using a neural mass model: There is a small number of zones that are considered as entities, neurons within a zone are assumed to be activated simultaneously. The location and spatial extend of the zones as well as the inter-zonal connection pattern can be determined from functional MRI (fMRI), diffusion tensor MRI (DTMRI), and other anatomical and brain mapping observation techniques. The observation model is linear, its deterministic part is known from EEG/MEG forward modeling, the statistics of the stochastic part can be estimated. The dynamics of the neural model is described by a moderate number of parameters that can be estimated from the recorded EEG/MEG data. We explicitly model the long-distance communication delays. Our parameters have physiological meaning and their plausible range is known. Since the problem is highly nonlinear, a quasi-Newton optimization method with random sampling and automatic success evaluation is used. The actual connection topology can be identified from several possibilities. The method was tested on synthetic data as well as on true MEG somatosensory-evoked field (SEF) data.

1. INTRODUCTION

There is currently no completely satisfactory approach to MEG/EEG reconstruction.\textsuperscript{1–4} Let us briefly review the options from the least to the most constrained ones: Completely unconstrained reconstruction is impossible because of small number of sensors as standard MEG or EEG machine has at most hundredths of sensors, while we normally want to reconstruct on a grid with $10^3 \sim 10^6$ elements. Classical minimum norm or beamformer type approaches\textsuperscript{5, 6} provide non-focalized (blurry) estimates. We can force the reconstruction to provide focal estimates by suitable regularization,\textsuperscript{7} however there is no guarantee that the true activation is focal. Finally, classical dipole-localization techniques\textsuperscript{8, 9} explain the observation by a single dipolar source, thus not making the full use of the available information.

We therefore propose to relax our original goal of reconstructing the brain activity from MEG/EEG only. We shall use our anatomical knowledge as well as other available imaging modalities, such as functional MRI (fMRI) or diffusion tensor MRI (DTMRI) to create a low-dimensional dynamic neural mass model.\textsuperscript{10–12} Such a model describes a brain activity using a low-dimensional vector representing activations in predefined zone. Moreover, the dynamics (time behavior) of the activations is restricted by a dynamical model. We can then use the high temporal resolution of MEG/EEG to identify the (mainly temporal) parameters of the model. Since we found that the physiology inspired standard neural mass models\textsuperscript{11, 12} are too complicated to allow identification in realistic setting, in this version we use a simplified version.
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2. METHODS

2.1. Observation model

It is generally accepted that a human cortex can be divided into functionally distinct areas called zones.\textsuperscript{13,14} The basic assumption is that there are no significant differences of activation intensity within each zone. Let us denote the number of zones relevant to the task at hand as $N$ and the time course of their activity (corresponding to the post-synaptic potentials\textsuperscript{15}) as $u(t) = [u_1(t) \ldots u_N(t)]^T$. The number of time points is $T$. The observed $M$ dimensional MEG/EEG data are given by a linear equation

$$v(t) = Bu(t) + r(t)$$

(1)

The $M \times N$ lead-field matrix $B$ is assumed to be known. It comes from the standard solution of the forward EEG/MEG problem\textsuperscript{16,17} and from the geometrical configuration of the zones. If the scaling of $B$ is not known, it can be estimated from the data by a simple least-squares procedure. There is an observation noise $r$ which is assumed to be zero-mean $E[r] = 0$ and uncorrelated in time (for given sampling frequency); its spatial correlation matrix $P = E[rr^T]$ can be estimated from the observations $v(t)$ in intervals where no activation is present. Moreover we shall assume that $r$ is Gaussian.

Note that $P$ is symmetric positive definite and can be decomposed as $P = P^{1/2}P^{1/2}$.

2.2. ML estimation

Ignoring the dynamics, we can calculate a maximum-likelihood (ML) estimate $u^\dagger(t)$ for each time point independently:

$$u^\dagger(t) = \arg \max_u p(v(t)|u)$$

which is equivalent to minimizing the quadratic error

$$u^\dagger(t) = \arg \min_u (v(t) - Bu)^T P^{-1} (v(t) - Bu)$$

(2)

thanks to our assumption of Gaussianity of $r$. The solution is a standard pseudo-inverse

$$u^\dagger(t) = QB^T P^{-1} v(t) \quad \text{with} \quad Q = (B^T P^{-1} B)^{-1}$$

(3)

2.3. Dynamic model

The zones are assumed to be connected by directional finite-delay transmission lines (see Figure 1 for an example). The first zone is activated by the stimulus, the activation is then transmitted through the network. Let us assume that the topology of the connections is known (we will address this limitation later) and that the connections form a directed acyclic graph.

There are good models for the dynamic behavior of a population of neurons (one zone), such as the popular model of Jansen and Rit.\textsuperscript{18,19} However, this model involves eight coupled differential equations with more than $10 \sim 11$ parameters per zone. To this we need to add a delay and a connection strength parameters for each connection. Although encouraging results on parameter identification were presented in the literature\textsuperscript{11} using the Bayesian model, in our experiments we found that the number of parameters was too large to be reliably estimated from the noisy EEG/MEG data. Especially troublesome was the first order approximation of the delay\textsuperscript{11} which was not accurate enough for longer delays.

We have therefore decided to use a much simple second order linear convolutional model.\textsuperscript{10} The transmission line delays are denoted $d_k$, $k = 1 \ldots K$, where $K$ is the number of the graph edges (connections). The external stimulus is assumed to be a Dirac impulse at time $t = 0$. This impulse is transmitted through the network, so that a zone $i$ receives a Dirac impulse as its input at time $\sum_{k \in C} d_k$, where $C$ is a path from the input (stimulus) to the zone $i$. Since there might be several paths leading to zone $i$, the total input received by zone $i$ is

$$s_i(t) = \sum_{C \in S_i} \delta(t - \sum_{k \in C} d_k)$$
where $S_i$ is defined by the graph topology and contains a set of all paths $C$ from the input (stimulus) to zone $i$, each path being represented as a set of delays encountered. For example, for the synthetic model in Figure 1, $S_1 = \{\{1\}\}$, $S_2 = \{\{1, 2\}\}$, $S_3 = \{\{1, 2, 3\}\}$, and $S_4 = \{\{1, 2, 4\}\}$.

The activity $u_i(t)$ of each zone is a convolution of its input $s_i(t)$ and an impulse response\textsuperscript{10,11}

$$h_i(t) = h(t/\tau_i) \quad \text{with} \quad h(t) = \begin{cases} te^{-t} & t > 0 \\ 0 & t \leq 0 \end{cases}$$

We have

$$u_i(t) = s_i(t) \ast h_i(t)$$

or equivalently

$$u_i(t) = \sum_{C \in S_i} h_i(t - \sum_{k \in C} d_k)$$

Note that $h_i(t)$ is parameterized by the time delay $\tau_i$. On the other hand, there is no parameter for the amplitude since this makes the estimation less robust and we consider that the amplitude effects have been taken care of in matrix $B$.

The dynamic model can be described by a $K + N$ dimensional parameter vector $\theta = [\tau_1 \ldots \tau_N \; d_1 \ldots d_K]$. We assume the parameters to be independent. Since all parameters correspond to real physiological delays, we have a relatively good idea about the range of values a parameter can take. Specifically, the expected delays can be determined from known propagation speeds and distances between zones. We use a log-normal a priori probability density function (pdf)\textsuperscript{12}

$$\log \theta_i \sim N(\mu_i, \sigma_i)$$

### 2.4. Parameter estimation

We use a Bayesian approach to estimate the unknown parameters $\theta = [\tau_1 \ldots \tau_N \; d_1 \ldots d_K]$ by maximizing the likelihood $p(\theta | \{v(t)\}_t)$ where $\{v(t)\}_t$ is the set of all observations $v(t)$. By Bayes rule this is equivalent to maximizing the probability $p(\{v(t)\}_t | \theta) p(\theta)$ which thanks to the i.i.d noise assumption can be decomposed as

$$p(\theta | \{v(t)\}_t) = \frac{p(\theta) \Pi_{t} p(v(t) | \theta)}{p(\{v(t)\}_t)}$$

This is in turn equivalent to minimizing the following cost function

$$J'(\theta) = \frac{1}{2} \sum_{t} \left( \left( v(t) - Bu(\theta; t) \right)^T P^{-1} \left( v(t) - Bu(\theta; t) \right) \right) + \frac{N+K}{2} \sum_{i=1}^{N+K} \frac{(\log \theta_i - \mu_i)^2}{2\sigma_i^2}$$

Note that $u(\theta; t)$ is a function of $\theta$. The first part ($J_1'$) of the equation (6) above is the same as (2) (for each $t$). It is therefore not surprising that the first part reaches its minimum at $u^*(t)$ (from (3)). Its quadratic cost matrix is $B^T P^{-1} B = Q^{-1}$. Hence, minimizing $J'(\theta)$ is equivalent to minimizing the following $J(\theta)$.

$$J(\theta) = \frac{1}{2} \sum_{t} \left( u^*(t) - u(\theta; t) \right)^T Q^{-1} \left( u^*(t) - u(\theta; t) \right) + \frac{N+K}{2} \sum_{i=1}^{N+K} \frac{(\log \theta_i - \mu_i)^2}{2\sigma_i^2}$$
The advantage of minimizing $J$ instead of $J'$ is the reduction of dimensionality, as the dimension of $\mathbf{u}$ is the number of zones $N$, which is much smaller than the number of sensors $M$. Note that the difference $J - J'$ is constant and does not depend on $\theta$:

\[
J(\theta) - J'(\theta) = \frac{1}{2} \sum_t \mathbf{u}^\dagger(t)^T Q^{-1} \mathbf{u}^\dagger(t) - \mathbf{v}^T(t) P^{-1} \mathbf{v}(t)
\]

\[
= \frac{1}{2} \sum_t \mathbf{v}^T(t) (P^{-1} B (B^T P^{-1} B)^{-1} B^T P^{-1} - P^{-1}) \mathbf{v}(t)
\]

\[
(8)
\]

We minimize $J(\theta)$ using a quasi-Newton BFGS-like algorithm. It converges quickly provided that a good starting point is given. However, our optimization problem is quite non-linear and it is not obvious to find a good starting point. We therefore randomly generate starting points $\theta_0$ by sampling from the a priori parameter distribution (4). An optimization result is only accepted if $J(\theta)$ is smaller than some predetermined threshold $\alpha$ (see below). As soon as a predetermined number (e.g. 10) of acceptable results is assembled, the best one is taken to be the final result.

To determine a suitable threshold $\alpha$, we need to determine the probability distribution of $J$ at optimum $\theta$. Let us start by the value of $J_1$. By substitution from (1) and from the definition of $P$, we find that $\mathbf{u}^\dagger (\theta; t) - \mathbf{u}(t)$ is normal and

\[
E[(\mathbf{u}^\dagger (\theta; t) - \mathbf{u}(t))(\mathbf{u}^\dagger (\theta; t) - \mathbf{u}(t))^T] = Q
\]

and through simple algebraic manipulation assuming the decomposability of $Q = Q^{1/2} Q^{1/2}$ we have

\[
E[Q^{-1/2}(\mathbf{u}^\dagger (\theta; t) - \mathbf{u}(t))(\mathbf{u}^\dagger (\theta; t) - \mathbf{u}(t))^T Q^{-1/2}] = I
\]

Consequently $2J_1$ is a sum of $TN$ squared i.i.d Gaussian normal random variables $\mathcal{N}(0, 1)$. In other words, $2J_1$ is distributed as $\chi^2_N$. Similarly, from (4) and (7) we see that the second part, $2J_2$, has a $\chi^2_{N+K}$ distribution. This yields

\[
2J \sim \chi^2_{NT+N+K}
\]

The threshold $\alpha$ can be then calculated easily given an acceptable probability $\varepsilon$ of rejecting a valid solution using the inverse cumulative distribution function for the $\chi^2$ distribution

\[
P(\chi^2_{NT+N+K} > \alpha) = \varepsilon
\]

2.5. Topology estimation

If the topology of the zone connections is unknown, we can run the above minimization for each admissible graph. A connection graph is admissible if it contains no cycles and there is a path from the input to all zones. This is feasible for small number of zones. Note, though that several configuration might lead to the same activation pattern.

In practice we test several alternative models choosing the one with the smallest criterion value $J$.

3. RESULTS

3.1. Synthetic data

Figure 1 shows a simple model (top left) with 4 zones and 4 connections ($N = 4$, $K = 4$). We have generated $M = 100$ channel observations for $T = 501$ time points by spatial smoothing and adding Gaussian i.i.d. noise with relative amplitude 1% (top right) to the model output. The a priori distribution (4) was quite flat, with $\sigma = 2$ for the zone time constants $\tau$ and $\sigma = 3$ for the delays, the a priori means $\mu_i$ were 20 ms and 50 ms for the zones and delays, respectively.

We see that the ML estimate (3) is quite noisy while our constrained reconstruction yields almost perfect results, the recovered activity coinciding almost exactly with the true values. The topology was assumed known.
3.2. Real data

We have run our algorithm on MEG somatosensory evoked field data. The data were aligned and temporally averaged with respect to the stimulus onset. After a PCA analysis, we have also subtracted the principal component occurring immediately after the stimulus since we assume it corresponds to an unwanted interaction between the stimulation and sensor circuits. The resulting signals are shown in Figure 2.

From the a priori physiological knowledge, we assume a 3 zone model consisting of contralateral zones cSI, cSII, and a zone iSII in the other hemisphere (Figure 4). Since neither the geometrical model nor the location of these zones for this particular anatomy was known, we had to use an alternative approach to estimate the lead field matrix B. We have identified three temporal maxima of the MEG signals at times 34 ms, 70 ms, and 96 ms that we assume correspond to the maximum activation of the three relevant zones. The three columns of matrix B have been composed of the measured MEG signals at these three times. Figure 3 shows the surface field at these moments.

We see that the ML reconstruction is quite noisy (Figure 4). Our constrained reconstruction looks plausible and explains the data well.

4. DISCUSSION

A related approach was described by Kiebel et al., who use a neural mass model of Jansen and Rit, which is too complex for this purpose, consisting of 8 coupled differential equations with tens of parameters per zone. Consequently, it is very difficult to estimate the parameters reliably from real data. In our approach, simpler and more easily identifiable model is used. Nevertheless, we take into account transport delays exactly, as we assume them to be very relevant for this application, while Kiebel et al. use a first-order approximation which is only appropriate for very small delays.

5. CONCLUSIONS

We have presented a practical method for identification of parameters for neural mass models from EEG/MEG data. The approach can take advantage of available geometrical and connection information from fMRI and DTMRI, using EEG/MEG to identify the time-related parameters. Although the models are simple, they seem to yield plausible reconstructions and permit evaluation of the delay parameters. In the future, we hope to make our models more realistic, while maintaining their identifiability from the data.
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Figure 1. The synthetic case. Connection graph (top left), observation (top right), ML estimation (bottom left), and our results (bottom right).

Figure 2. Averaged and cleaned MEG SEP signals.
Figure 3. Surface MEG field at different times after the stimulus.
Figure 4. Real SEP data. Connection graph (top left), MEG at $t = 69$ ms (top right), ML estimation (bottom left), and our results (bottom right).