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Abstract— The max-sum labeling problem, defined as maximiz-
ing a sum of binary functions of discrete variables, is a general
NP-hard optimization problem with many applications, such as
computing the MAP configuration of a Markov random field. We
review a not widely known approach to the problem, developed
by Ukrainian researchers Schlesinger et al. in 1976, and show
how it contributes to recent results, most importantly those on
convex combination of trees and tree-reweighted max-product.
In particular, we review Schlesinger’s upper bound on the max-
sum criterion, its minimization by equivalent transformations, its
relation to constraint satisfaction problem, that this minimiza-
tion is dual to a linear programming relaxation of the original
problem, and three kinds of consistency necessary for optimality
of the upper bound. We revisit problems with Boolean variables
and supermodular problems. We describe two algorithms for de-
creasing the upper bound. We present an example application to
structural image analysis.

Index Terms— Markov random fields, undirected graphical
models, constraint satisfaction problem, belief propagation, lin-
ear programming relaxation, max-sum, max-plus, max-product,
supermodular optimization.

I. INTRODUCTION

The binary (i.e., pairwise) max-sum labeling problem is de-
fined as maximizing a sum of unary and binary functions of
discrete variables, i.e., as computing

max
x∈XT

[ ∑
t∈T

gt(xt) +
∑

{t,t′}∈E

gtt′(xt, xt′)
]
,

where an undirected graph (T,E), a finite set X , and numbers
gt(xt), gtt′(xt, xt′) ∈ R∪{−∞} are given. It is a very general
NP-hard optimization problem, which has been studied and
applied in several disciplines, such as statistical physics, com-
binatorial optimization, artificial intelligence, pattern recogni-
tion, and computer vision. In the latter two, the problem is also
known as computing maximum posterior (MAP) configuration
of Markov random fields (MRF).

This article reviews an old and not widely known approach
to the max-sum problem by Ukrainian scientists Schlesinger
et al. and shows how it contributes to recent knowledge.

A. Approach by Schlesinger et al.

The basic elements of the old approach were given by
Schlesinger in 1976 in structural pattern recognition. In [1], he
generalizes locally conjunctive predicates by Minsky and Pa-
pert [2] to two-dimensional (2D) grammars and shows these

are useful for structural image analysis. Two tasks are con-
sidered on 2D grammars. The first task assumes analysis of
ideal, noise-free images: test whether an input image belongs
to the language generated by a given grammar. It leads to what
is today known as the Constraint Satisfaction Problem (CSP)
[3], or discrete relaxation labeling. Finding the largest arc
consistent subproblem provides some necessary but not suf-
ficient conditions for satisfiability and unsatisfiability of the
problem. The second task considers analysis of noisy images:
find an image belonging to the language generated by a given
2D grammar that is ‘nearest’ to a given image. It leads to the
max-sum problem.

In detail, paper [1] formulates a linear programming relax-
ation of the max-sum problem and its dual program. The dual
is interpreted as minimizing an upper bound to the max-sum
problem by equivalent transformations, which are redefinitions
of the the problem that leave the objective function unchanged.
The optimality of the upper bound is equal to triviality of the
problem. Testing for triviality leads to a CSP.

An algorithm to decrease the upper bound, which we called
augmenting DAG algorithm, was suggested in [1] and pre-
sented in more detail by Koval and Schlesinger [4] and fur-
ther in [5]. Another algorithm to decrease the upper bound
is a coordinate descent method, max-sum diffusion, discov-
ered by Kovalevsky and Koval [6] and later independently by
Flach [7]. Schlesinger noticed [8] that the termination crite-
rion of both algorithms, arc consistency, is necessary but not
sufficient for minimality of the upper bound. Thus, the algo-
rithms sometimes find the true minimum of the upper bound
and sometimes only decrease it to some point.

The material in [1], [4] is presented in detail in the book [9].
The name ‘2D grammars’ was later assigned a different mean-
ing in the book [10] by Schlesinger and Hlaváč. In their orig-
inal meaning, they largely coincide with MRFs.

By minimizing the upper bound, some max-sum problems
can be solved to optimality (the upper bound is tight) and some
cannot (there is an integrality gap). Schlesinger and Flach [11]
proved that supermodular problems have zero integrality gap.

B. Relation to Recent Works

Independently on the work by Schlesinger et al., a signifi-
cant progress has recently been achieved in the max-sum prob-
lem. This section reviews the most relevant newer results by
others and shows how they relate to the old approach.
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1) Convex relaxations and upper bounds: It is common in
combinatorial optimization to approach NP-hard problems via
continuous relaxations of their integer programming formula-
tions. The linear programming relaxation given by Schlesinger
[1] is quite natural and has been suggested independently and
later by others: by Koster et al. [12], [13], who address the
max-sum problem as a generalization of CSP, the Partial CSP;
by Chekuri et al. [14] and Wainwright et al. [15]; and in bioin-
formatics [16]. Koster et al. in addition give two classes of
non-trivial facets of the Partial CSP polytope, i.e., linear con-
straints missing in the relaxation.

Max-sum problems with Boolean (i.e., two-state) variables
are a subclass of pseudo-Boolean and quadratic Boolean op-
timization, see e.g. the review [17]. Here, several different
upper bounds were suggested, which were shown equivalent
by Hammer et al. [18]. These bounds are in turn equivalent
to [1], [12], [14] with Boolean variables, as shown in [19].

Other than linear programming relaxations of the max-sum
problem have been suggested, such as quadratic [20], [21] or
semidefinite [22] programming relaxations. We will not dis-
cuss these.

2) Convex combination of trees: The max-sum problem has
been studied in terminology of graphical models, in particular
it is equivalent to finding MAP configurations of undirected
graphical models, also known as MRFs. This research primar-
ily focused on computing the partition function and marginals
of MRFs and approached the max-sum problem as the limit
case of this task.

Wainwright et al. [23] shows that a convex combination of
problems provides a convex upper bound on the log-partition
function of MRF. These subproblems can be conveniently cho-
sen as (tractable) tree problems. For the sum-product problem
on cyclic graphs, this upper bound is almost never tight. In the
max-sum limit (also known as the zero temperature limit) the
bound is tight much more often, namely if the optima on indi-
vidual trees share a common configuration, which is referred
to as tree agreement [15], [24]. Moreover, in the max-sum case
the bound is independent on the choice of trees. Minimizing
the upper bound is shown [15], [24] to be a Lagrangian dual
of a linear programming relaxation of the max-sum problem.
This relaxation is the same as in [1], [12], [14]. Besides di-
rectly solving this relaxation, tree-reweighted message passing
(TRW) algorithm is suggested to minimize the upper bound.
Importantly, it is noted [25], [26] that message passing can be
alternatively viewed as reparameterizations of the problem.
TRW is guaranteed neither to converge nor to decrease the
upper bound monotonically. Kolmogorov [27]–[30] suggests
its sequential modification (TRW-S) and conjectures that it
always converges to a state characterized by weak tree agree-
ment. He further shows that the point of convergence might
differ from a global minimum of the upper bound, however,
for Boolean variables [19], [31] they are equal.

The approach based on convex combination of trees is
closest to the approach by Schlesinger’s et al. The linear
programming relaxation considered by Wainwright is the
same as Schlesinger’s one. Reparameterizations correspond
to Schlesinger’s equivalent transformations. If the trees are
chosen as individual nodes and edges, Wainwright’s upper

bound becomes Schlesinger’s upper bound, tree agreement be-
comes CSP satisfiability, and weak tree agreement becomes arc
consistency. The convenient choice of subproblems as nodes
and edges is without loss of generality because Wainwright’s
bound is independent on the choice of trees.

The approach based on convex combination of trees is more
general than the approach reviewed in this article but the latter
is simpler, hence it may be more suitable for analysis. How-
ever, the translation between the two is not straightforward
and the approach by Schlesinger et al. provides the following
contributions to that by Wainwright et al. and Kolmogorov.

Duality of linear programming relaxation of the max-sum
problem and minimizing Schlesinger’s upper bound is proved
more straightforwardly by putting both problems into matrix
form [1], as is common in linear programming.

The max-sum problem is intimately related with CSP via
complementary slackness. This reveals that testing for tight-
ness of the upper bound is NP-complete, which has not been
noticed by others. It leads to a relaxation of CSP, which pro-
vides a simple way [8] to characterize spurious minima of the
upper bound. This has an independent value for CSP research.

The max-sum diffusion is related to TRW-S but has advan-
tage in its simplicity, which also might help further analysis.
With its combinatorial flavor, the Koval-Schlesinger augment-
ing DAG algorithm [4] is dissimilar to any recent algorithm
and somewhat resembles the augmenting path algorithm for
max-flow/min-cut problem.

3) Loopy belief propagation: It is long known that the sum-
product and max-sum problems on trees can be efficiently
solved by belief propagation and message passing [32]. When
applied to cyclic graphs, these algorithms were empirically
found sometimes to converge and sometimes not to, with
the fixed points (if any) sometimes being useful approxima-
tions. The main recent result [33] is that the fixed points of
this ‘loopy’ belief propagation are local minima a non-convex
function, known in statistical physics as Bethe free energy.

The max-sum diffusion resembles loopy belief propagation:
both repeat simple local operations and both can be interpreted
as a coordinate descent minimization of some functional. How-
ever, for the diffusion this functional is convex while for belief
propagation it is non-convex.

4) CSP and extensions: The CSP seeks to find values of
discrete variables that satisfy given logical constraints. Its ex-
tensions have been suggested in which the constraints become
soft and one seeks to maximize a criterion rather than satisfy
constraints. The max-sum problem is often closely related to
these extensions. Examples are the Max CSP [34] (subclass of
the max-sum problem), Valued CSP [35] (more general than
max-sum), and Partial CSP [12] (equivalent to max-sum).

The max-sum problem relates to CSP also via complemen-
tary slackness, as mentioned above. This establishes links to
the large CSP literature, which may be fruitful in both direc-
tions. This article seems to be the first in pattern recognition
and computer vision to make this link.

5) Maximum flow (minimum cut): Finding max-flow/min-
cut in a graph has been recognized very useful for (mainly
low-level) computer vision [36]. Later it has been realized that
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supermodular max-sum problems can be translated to max-
flow/min-cut (see section VIII). For supermodular max-sum
problems, Schlesinger’s upper bound is tight and finding an
optimal configuration is tractable [11]. The relation of this
result with lattice theory is considered in [19], [37]–[40]. We
further extend this relation and give it a simpler form.

C. Organization of the Article

Section II introduces the labeling problem on commutative
semirings and basic concepts. Section III reviews CSP. Sec-
tion IV presents the linear programming relaxation of the max-
sum problem, its dual, Schlesinger’s upper bound, and equiv-
alent and trivial problems. Section V characterizes minimality
of the upper bound. Two algorithms for decreasing the upper
bound are described in sections VI and VII. Section VIII es-
tablishes that the bound is tight for supermodular problems.
Application to structural image analysis [1], [9] is presented
in section IX. A previous version of this article is [41].

Logical conjunction (disjunction) is denoted by ∧ (∨). Func-
tion [[ψ]] returns 1 if logical expression ψ is true and 0 if it
is false. The set of all maximizers of f(x) is argmaxx f(x).
Assignment is denoted by x := y, symbol x += y denotes
x := x+ y. New concepts are in boldface.

II. LABELING PROBLEMS ON COMMUTATIVE SEMIRINGS

This section defines a class of labeling problems of which
the CSP and the max-sum problem are special cases. Here we
introduce basic terminology used in the rest of the article.

We will use the terminology from [11] where the variables
are called objects and their values are called labels. Let G =
(T,E) be an undirected graph, where T is a discrete set of
objects and E ⊆

(
T
2

)
is a set of (object) pairs. The set of

neighbors of an object t is Nt = { t′ | {t, t′} ∈ E }. Each
object t ∈ T is assigned a label xt ∈ X , where X is a discrete
set. A labeling x ∈ XT is a |T |-tuple that assigns a single
label xt to each object t. When not viewed as components of
x, elements of X will be denoted by x, x′ without subscripts.

Let (T × X,EX) be another undirected graph with edges
EX = { {(t, x), (t′, x′)} | {t, t′} ∈ E, x, x′ ∈ X }. When G
is a chain, this graph corresponds to the trellis diagram, fre-
quently used to visualize Markov chains. The nodes and edges
of G will be called objects and pairs, respectively, whereas the
terms nodes and edges will refer to (T ×X,EX). The set of
all nodes and edges is I = (T ×X) ∪ EX . The set of edges
leading from a node (t, x) to all nodes of a neighboring ob-
ject t′ ∈ Nt is a pencil (t, t′, x). The set of all pencils is
P = { (t, t′, x) | {t, t′} ∈ E, x ∈ X }. Figure 1 shows how
both graphs, their parts, and labelings will be visualized.

Let an element gt(x) of a set S be assigned to each node
(t, x) and an element gtt′(x, x′) to each edge {(t, x), (t′, x′)},
where gtt′(x, x′) = gt′t(x′, x). The vector obtained by con-
catenating all gt(x) and gtt′(x, x′) is denoted by g ∈ SI .

Before starting with the max-sum labeling problem, we in-
troduce labeling problems in a more general form. It was ob-
served [11], [42]–[45] that different labeling problems can be
unified, by letting a suitable commutative semiring specify

pair {t, t′}

object t

pencil (t, t′, x)

(t′, x′)

(t, x)
node

node

edge {(t, x), (t′, x′)}

object t′

(a) (b)

Fig. 1. (a) The 3 × 4 grid graph G (i.e., |T | = 12), graph (T ×X, EX)
for |X| = 3 labels, and a labeling x (emphasized). (b) Parts of both graphs.

how different constraints are combined together. Let S en-
dowed with two binary operations ⊕ and ⊗ form a commu-
tative semiring (S,⊕,⊗). The semiring formulation of the la-
beling problem [11] is defined as computing⊕

x∈XT

[ ⊗
t∈T

gt(xt) ⊗
⊗

{t,t′}∈E

gtt′(xt, x
′
t)

]
. (1)

More exactly, this is the binary labeling problem, according
to the highest arity of the functions in the brackets. We will
not consider problems of higher arity.

Interesting problems are obtained, modulo isomorphisms,
by the following choices of the semiring:

(S,⊕,⊗) task
({0, 1},∨,∧) or-and problem, CSP

([−∞,∞),min,max) min-max problem
([−∞,∞),max,+) max-sum problem

([0,∞),+, ∗) sum-product problem

Note that the extended domain, S = [−∞,∞), of min-max
and max-sum problems yields a more general formulation than
usually used S = (−∞,∞).

The topic of this article is the max-sum problem but we
will briefly cover also the closely related CSP. Since semiring
({0, 1},∨,∧) is isomorphic with ({−∞, 0},max,+), CSP is
a subclass of the max-sum problem. However, we will treat
CSP separately since a lot of independent research has been
done on it. We will not discuss the sum-product problem (i.e.,
computing MRF partition function) and the min-max problem.

III. CONSTRAINT SATISFACTION PROBLEM

The constraint satisfaction problem (CSP) [3] is defined
as finding a labeling that satisfies given unary and binary con-
straints, i.e., that passes through some or all of given nodes and
edges. It was introduced, often independently, several times in
computer vision [1], [46]–[48] and artificial intelligence [49],
often under different names, such as the Consistent Labeling
Problem [50]. CSP is NP-complete. Tractable subclasses are
obtained either by restricting the structure of G (limiting its
fractional treewidth [51]) or the constraint language. In the lat-
ter, a lot of research has been done and mathematicians seem
to be close to complete classification [52]. Independently on
this, Schlesinger and Flach discovered a tractable CSP sub-
class defined by the interval condition [11], [38]. In particular,
binary CSP with Boolean variables is known to be tractable.
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x

t t
′

x

t t
′

(a) (b)
Fig. 2. The arc consistency algorithm deletes (a) nodes not linked with some
neighbor by any edge, and (b) edges lacking an end node.

(a) (b) (c)
Fig. 3. Examples of CSPs: (a) satisfiable, hence with a non-empty kernel
which allows to form a labeling (the labeling is emphasized); (b) with an
empty kernel, hence unsatisfiable; (c) arc consistent but unsatisfiable. The
forbidden nodes are in white, the forbidden edges are not shown.

We denote a CSP instance by (G,X, ḡ). Indicators ḡt(x),
ḡtt′(x, x′) ∈ {0, 1} say if the corresponding node or edge is
allowed or forbidden. The task is to compute the set

L̄G,X(ḡ)=
{
x ∈ XT

∣∣∣ ∧
t

ḡt(xt) ∧
∧
{t,t′}

ḡtt′(xt, xt′) = 1
}
. (2)

A CSP is satisfiable if L̄G,X(ḡ) 6= ∅.
Some conditions necessary or sufficient (but not both) for

satisfiability can be given in terms of local consistencies, sur-
veyed e.g. in [53]. The simplest local consistency is arc con-
sistency. A CSP is arc consistent if∨

x′

ḡtt′(x, x′) = ḡt(x), {t, t′} ∈ E, x ∈ X. (3)

CSP (G,X, ḡ′) is a subproblem of (G,X, ḡ) if ḡ′ ≤ ḡ. The
union of CSPs (G,X, ḡ) and (G,X, ḡ′) is (G,X, ḡ ∨ ḡ′).
Here, operations ≤ and ∨ are meant componentwise. Follow-
ing [1], [9], we define the kernel of a CSP as follows. First
note that the union of arc consistent CSPs is arc consistent. To
see this, write the disjunction of (3) for arc consistent ḡ and
ḡ′ as [

∨
x′ ḡtt′(x, x′)] ∨ [

∨
x′ ḡ′tt′(x, x

′)] =
∨

x′ [ ḡtt′(x, x′) ∨
ḡ′tt′(x, x

′) ] = ḡt(x)∨ ḡ′t(x), obtaining that ḡ∨ ḡ′ satisfies (3).
The kernel of a CSP is the union of all its arc consistent sub-
problems. Arc consistent subproblems of a problem form a
join semilattice w.r.t. the partial ordering by inclusion ≤. The
greatest element of this semilattice is the kernel. Equivalently,
the kernel is the largest arc consistent subproblem.

The kernel can be found by the arc consistency algorithm,
known also as discrete relaxation labeling [48]. Starting with
their initial values, the variables ḡt(x) and ḡtt′(x, x′) violat-
ing (3) are iteratively set to zero by applying rules (figure 2)

ḡt(x) := ḡt(x) ∧
∨
x′

ḡtt′(x, x′), (4a)

ḡtt′(x, x′) := ḡtt′(x, x′) ∧ ḡt(x) ∧ ḡt′(x′). (4b)

The algorithm halts when no further variable can be set to
zero. It is well-known that the result does not depend on the
order of the operations.

Theorem 1: Let (G,X, ḡ∗) be the kernel of a CSP
(G,X, ḡ). It holds that L̄G,X(ḡ) = L̄G,X(ḡ∗).

Proof. The theorem is a corollary of the more general the-
orem 6, given later.

It can also be proved by the following induction argument.
If a pencil (t, t′, x) contains no edge, the node (t, x) clearly
cannot belong to any labeling (figure 2a). Therefore, the node
(t, x) can be deleted without changing L̄G,X(ḡ). Similarly, if
a node (t, x) is forbidden then no labeling can pass through
any of the pencils { (t, t′, x) | t′ ∈ Nt } (figure 2b).

A corollary of theorem 1 are the following conditions prov-
ing or disproving satisfiability. Figure 3 shows examples.

Theorem 2: Let (G,X, ḡ∗) denote the kernel of CSP
(G,X, ḡ).

• If the kernel is empty (ḡ∗ = 0) then the CSP is not
satisfiable.

• If there is a unique label in each object (
∑

x ḡ
∗
t (x) = 1

for t ∈ T ) then the CSP is satisfiable.

IV. MAX-SUM PROBLEM

We now turn our attention to the central topic of the article,
the max-sum problem. Its instance is denoted by (G,X,g),
where gt(x) and gtt′(x, x′) will be called qualities. The qual-
ity of a labeling x is

F (x |g) =
∑
t∈T

gt(xt) +
∑

{t,t′}∈E

gtt′(xt, xt′). (5)

Solving the problem means finding (one, several or all ele-
ments of) the set of optimal labelings

LG,X(g) = argmax
x∈XT

F (x |g). (6)

A. Linear Programming Relaxation

Let us formulate a linear programming relaxation of the
max-sum problem (6). For that, we introduce a different rep-
resentation of labelings that allows to represent ‘partially de-
cided’ labelings. A relaxed labeling is a vector α with the
components αt(x) and αtt′(x, x′) satisfying∑

x′

αtt′(x, x′) = αt(x), {t, t′} ∈ E, x ∈ X (7a)∑
x

αt(x) = 1, t ∈ T (7b)

α ≥ 0 (7c)

where αtt′(x, x′) = αt′t(x′, x). Number αt(x) is assigned to
node (t, x), number αtt′(x, x′) to edge {(t, x), (t′, x′)}. The
set of all α satisfying (7) is a polytope, denoted by ΛG,X .
A binary vector α represents a ‘decided’ labeling; there is a
bijection between the sets XT and ΛG,X ∩ {0, 1}I , given by
αt(x) = [[xt = x]] and αtt′(x, x′) = αt(x)αt′(x′). A non-
integer α represents an ‘undecided’ labeling.

Remark 1: Constraints (7a)+(7b) are linearly dependent. To
see this, denote αt =

∑
x αx(t) and αtt′ =

∑
x,x′ αtt′(x, x′)

and sum (7a) over x, which gives αt = αtt′ . Since G is con-
nected, (7a) alone implies that αt and αtt′ are equal for the
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whole G. Thus, ΛG,X could be represented in a less redun-
dant way by, e.g., replacing (7b) with

∑
t αt = |T |. It is shown

in [12] that dim ΛG,X = |T |(|X| − 1) + |E|(|X| − 1)2.

Remark 2: Conditions (7a)+(7c) can be viewed as a con-
tinuous generalization of arc consistency (3) in the following
sense: for any α satisfying (7a)+(7c), the CSP ḡ given by
ḡt(x) = [[αt(x) > 0]] and ḡtt′(x, x′) = [[αtt′(x, x′) > 0]]
satisfies (3).

Quality and equivalence of max-sum problems can be ex-
tended from ordinary to relaxed labelings. The quality of a
relaxed labeling α is the scalar product 〈g,α〉. Like F (• |g),
function 〈g, •〉 is invariant to equivalent transformations be-
cause 〈0ϕ,α〉 identically vanishes, as is verified by substitut-
ing (9) and (7a). The relaxed max-sum problem is the linear
program

ΛG,X(g) = argmax
α∈ΛG,X

〈g,α〉. (8)

The set ΛG,X(g) is a polytope, being the convex hull of the
optimal vertices of ΛG,X . If ΛG,X(g) has integer elements,
they coincide with LG,X(g).

The linear programming relaxation (8) was suggested by
several researchers independently: by Schlesinger in structural
pattern recognition [1], by Koster et al. as an extension of
CSP [12], by Chekuri et al. [14] for metric Markov random
fields, and in bioinformatics [16].

Solving (8) by a general linear programming algorithm, such
as simplex or interior point method, would be inefficient and
virtually impossible for large instances which occur e.g. in
computer vision. There are two ways to do better. First, the
linear programming dual of (8) is more suitable for optimiza-
tion because it has less variables. Second, a special algorithm
utilizing the structure of the task has to be designed.

Further in section IV, we formulate the dual of (11) and
interpret it as minimizing an upper bound on problem quality
by equivalent transformations, and that tightness of the relax-
ation is equivalent to satisfiability of a CSP. The subsequent
section V gives conditions for minimality of the upper bound,
implied by complementary slackness.

B. Equivalent Max-sum Problems

Problems (G,X,g) and (G,X,g′) are called equivalent
(denoted by g ∼ g′) if functions F (• |g) and F (• |g′) are
identical [1], [25], [28]. An equivalent transformation is a
change of g taking a max-sum problem to its equivalent. Fig-
ure 4 shows the simplest such transformation: choose a pencil
(t, t′, x), add a number ϕtt′(x) to gt(x), and subtract the same
number from all edges in pencil (t, t′, x).

A special equivalence class is formed by zero problems
for which F (• |g) is the zero function. By (5), the zero class
{g | g ∼ 0 } is a linear subspace of RI . Problems g and g′

are equivalent if and only if g − g′ is a zero problem.
We will parameterize any equivalence class by a vector ϕ ∈

RP with components ϕtt′(x), assigned to pencils (t, t′, x).
Variables ϕtt′(x) are called potentials in [1], [4], [9] and corre-
spond to messages in belief propagation literature. The equiv-
alent of a problem g given by ϕ is denoted by gϕ = g +0ϕ.

x

t t′

+ϕtt′(x)

−ϕtt′(x)

Fig. 4. The elementary equivalent transformation.

It is obtained by composing the elementary transformations
shown in figure 4 for all pencils, which yields

gϕ
t (x) = gt(x) +

∑
t′∈Nt

ϕtt′(x), (9a)

gϕ
tt′(x, x

′) = gtt′(x, x′)− ϕtt′(x)− ϕt′t(x′). (9b)

It is easy to see that problems g and gϕ are equivalent for
any ϕ since inserting (9) to (5) shows that F (x |gϕ) identi-
cally equals F (x |g). We would like also the converse to hold,
i.e. any two equivalent problems to be related by (9) for some
ϕ. However, this holds only if G is connected and all quali-
ties g are finite, as is given by theorem 3. Connectedness of G
is naturally satisfied in applications. The second assumption
does not seem to be an obstacle in algorithms even when the
extended domain g ∈ [−∞,∞)I is used, though we still do
not fully understand why.

Theorem 3: [54], [1], [28], [30] Let the graph G be con-
nected and g ∈ RI . F (• |g) is the zero function if and only
if there exist numbers ϕtt′(x) ∈ R such that

gt(x) =
∑

t′∈Nt

ϕtt′(x), (10a)

gtt′(x, x′) = −ϕtt′(x)− ϕt′t(x′). (10b)

The reader may skip the proof in the first reading.
Proof. The if part is easy, by verifying that (5) identically

vanishes after substituting (10). We will prove the only if part.
Since F (• |g) is the zero function and therefore it is modu-

lar (i.e., both sub- and supermodular w.r.t. to any order ≤). By
theorem 12 given later, also functions gtt′(•, •) are modular.
Any modular function is a sum of univariate functions [55].
This implies (10b).

Let x and y be two labelings that differ only in an object
t where they satisfy xt = x and yt = y. After substituting (5)
and (10b) to the equality F (x |g) = F (y |g), most terms
cancel out giving gt(x)−

∑
t′ ϕtt′(x) = gt(y)−

∑
t′ ϕtt′(y).

Since this holds for any x and y, neither side depends on x.
Thus we can denote ϕt = gt(x) −

∑
t′ ϕtt′(x). Substituting

(10) to F (• |g) = 0 yields
∑

t ϕt = 0.
To show (10a), we will give an equivalent transformation

that sets all ϕt to zero. Let G′ be a spanning tree of G. It
exists because G is connected. Find a pair {t, t′} in G′ such
that t is a leaf. Do the following transformation of (G,X,g):
set ϕtt′(x) += ϕt for all x and ϕt′t(x′) −= ϕt for all x′.
Set ϕt′ += ϕt and ϕt := 0. Remove t and {t, t′} from G′.
Repeat until G′ is empty.

As a counter-example for infinite g, consider the problem
in figure 5a and the same problem with the crossed edge be-
ing −∞. These two problems are equivalent but they are not
related by (9) for any ϕ ∈ RP .
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〈g,α〉 → max
α

∑
t∈T

ut +
∑

{t,t′}∈E

utt′ → min
ϕ,u

(11a)

∑
x′∈X

αtt′(x, x′) = αt(x) ϕtt′(x) ∈ R, {t, t′} ∈ E, x ∈ X (11b)∑
x∈X

αt(x) = 1 ut ∈ R, t ∈ T (11c)∑
x,x′∈X

αtt′(x, x′) = 1 utt′ ∈ R, {t, t′} ∈ E (11d)

αt(x) ≥ 0 ut −
∑

t′∈Nt

ϕtt′(x) ≥ gt(x), t ∈ T, x ∈ X (11e)

αtt′(x, x′) ≥ 0 utt′ + ϕtt′(x) + ϕt′t(x′) ≥ gtt′(x, x′), {t, t′} ∈ E, x, x′ ∈ X (11f)

TABLE I

C. Schlesinger’s Upper Bound and Its Minimization

Let the height of object t and the height of pair {t, t′} be
respectively

ut = max
x

gt(x), utt′ = max
x,x′

gtt′(x, x′). (12)

The height of a max-sum problem (G,X,g) is

U(g) =
∑

t

ut +
∑
{t,t′}

utt′ . (13)

Comparing corresponding terms in (5) and (13) yields that the
problem height is an upper bound of quality, i.e., any g and
any x satisfy F (x |g) ≤ U(g).

Unlike the quality function, the problem height is not in-
variant to equivalent transformations. This naturally leads to
minimizing this upper bound by equivalent transformations,
expressed by the linear program

U∗(g) = min
g′∼g

U(g′) (14a)

= min
ϕ∈RP

[ ∑
t

max
x

gϕ
t (x) +

∑
{t,t′}

max
x,x′

gϕ
tt′(x, x

′)
]
.(14b)

Remark 3: Some equivalent transformations preserve U(g),
e.g., adding a constant to all nodes of an object and subtracting
the same constant from all nodes of another object. Thus, there
may be many problems with the same height within every
equivalence class. This gives an option to impose constraints
on ut and utt′ in the minimization and reformulate (14) in a
number of ways, e.g.

U∗(g) = min
ϕ∈RP | gϕ

tt′ (x,x′)≤0

∑
t

max
x

gϕ
t (x) (15a)

= |T | min
ϕ∈RP | gϕ

tt′ (x,x′)≤0
max

t
max

x
gϕ

t (x). (15b)

Form (15a) corresponds to imposing utt′ ≤ 0. Form (15b)
corresponds to utt′ ≤ 0 and ut = ut′ = u. Other natural
constraints are ut = 0, or ut = ut′ = utt′ .

D. Trivial Problems

Node (t, x) is a maximal node if gt(x) = ut. Edge
{(t, x), (t′, x′)} is a maximal edge if gtt′(x, x′) = utt′ , where
u is given by (12). Let this be expressed by Boolean variables

ḡt(x)=[[gt(x) = ut]], ḡtt′(x, x′)=[[gtt′(x, x′) = utt′ ]]. (16)

A max-sum problem is trivial if a labeling can be formed of
(some or all of) its maximal nodes and edges, i.e., if the CSP
(G,X, ḡ) with ḡ given by (16) is satisfiable. It is easy to see
that the upper bound is tight, i.e. F (x |g) = U(g) for some
x, for and only for trivial problems. This allows to formulate
the following theorem, central to the whole approach.

Theorem 4: Let C be a class of equivalent max-sum prob-
lems. Let C contain a trivial problem. Then any problem in
C is trivial if and only if its height is minimal in C.

Proof. Let (G,X,g) be a trivial problem in C. Let a labeling
x be composed of the maximal nodes and edges of (G,X,g).
Any g′ ∼ g satisfies U(g′) ≥ F (x |g′) = F (x |g) = U(g).
Thus (G,X,g) has minimal height.

Let (G,X,g) be a non-trivial problem with minimal height
in C. Any g′ ∼ g and any optimal x satisfy U(g′) ≥ U(g) >
F (x |g) = F (x |g′). Thus C contains no trivial problem.
Theorem 4 allows to divide the solution of a max-sum problem
into two steps:

1) minimize the problem height by equivalent transforma-
tions,

2) test the resulting problem for triviality.
If the resulting problem with minimal height is trivial, i.e.
(G,X, ḡ) is satisfiable, then LG,X(g) = L̄G,X(ḡ). If not, by
theorem 4 the max-sum problem has no trivial equivalent and
remains unsolved. In the former case the relaxation (8) is tight
and in the latter case it is not.

Testing for triviality is NP-complete, equivalent to CSP.
Thus, recognizing whether a given upper bound is tight is NP-
complete. Even if we knew that a given upper bound U(g) is
tight, finding a labeling x such that F (x |g) = U(g) still
would be NP-complete. We can prove or disprove tightness of
an upper bound only in special cases, such as those given by
theorem 2.

Figure 3, giving examples of CSPs, can be interpreted also
in terms of triviality if we imagine that the black nodes are
maximal, the white nodes are non-maximal, and the shown
edges are maximal. Then figure 3a shows a trivial prob-
lem (thus having minimal height), 3b a problem with a non-
minimal height (hence non-trivial), and 3c a non-trivial prob-
lem with minimal height.

Note that not every polynomially solvable subclass of the
max-sum problem has a trivial equivalent: e.g., if G is a simple
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loop dynamic programming is applicable but figure 3c shows
there might be no trivial equivalent.

E. Linear Programming Duality

The linear programs (8) and (14) are dual to each other [1,
theorem 2]. To show this, we wrote them together in equa-
tion (11) (table I) such that a constraint and its Lagrange mul-
tiplier are on the same line, as is usual in linear programming.

The pair (11) can be slightly modified, corresponding to
modifications of the primal constraints (7) and imposing con-
straints on dual variables u, as discussed in remarks 1 and 3.

Duality of (8) and upper bound minimization was indepen-
dently shown also by Wainwright et al. [15], [24] in the frame-
work of convex combinations of trees. In our case, when the
trees are objects and object pairs, proving the duality is more
straightforward then for general trees.

Schlesinger and Kovalevsky [56] proposed elegant physical
models of the pair (11). We described one of them in [41].

V. CONDITIONS FOR MINIMAL UPPER BOUND

This section discusses how we can recognize that the height
U(g) of a max-sum problem is minimal among its equivalents,
i.e., that g is optimal to (11). The main result will be that a
non-empty kernel of the CSP formed by the maximal nodes
and edges is necessary but not sufficient for minimal height.

To test for optimality of (11), linear programming duality
theorems [57] give us a starting point. By weak duality, any g
and any α ∈ ΛG,X satisfy 〈g,α〉 ≤ U(g). By strong duality,
〈g,α〉 = U(g) if and only if g has minimal height and α has
maximal quality. By complementary slackness, 〈g,α〉 = U(g)
if and only if α is zero on non-maximal nodes and edges.

To formalize the last statement, we define the relaxed
CSP (G,X, ḡ) as finding relaxed labelings on given nodes
and edges, i.e., finding the set Λ̄G,X(ḡ) of relaxed labelings
α ∈ ΛG,X satisfying the complementarity constraints

[1− ḡt(x)]αt(x) = 0, [1− ḡtt′(x, x′)]αtt′(x, x′) = 0. (17)

Thus, Λ̄G,X(ḡ) is the set of solutions to system (7)+(17). A
CSP (G,X, ḡ) is relaxed-satisfiable if Λ̄G,X(ḡ) 6= ∅.

Further in this section, we let ḡ denote a function of g
given by (16). In other words, (G,X, ḡ) is not seen as an
independent CSP but it is composed of the maximal nodes
an edges of the max-sum problem (G,X,g). Complementary
slackness now reads as follows.

Theorem 5: The height of (G,X,g) is minimal of all its
equivalents if and only if (G,X, ḡ) is relaxed-satisfiable. If it
is so then ΛG,X(g) = Λ̄G,X(ḡ).

A. Non-empty Kernel Necessary for Minimal Upper Bound

In section III, the concepts of arc consistency and kernel
have been shown useful for characterizing CSP satisfiability.
They are useful also for characterizing relaxed satisfiability.
To show that, we first generalize the result that taking kernel
preserves L̄G,X(ḡ):

Theorem 6: Let (G,X, ḡ∗) be the kernel of a CSP
(G,X, ḡ). Then Λ̄G,X(ḡ) = Λ̄G,X(ḡ∗).

Proof. Obvious from the argument in section III. A formal
proof in [41].

Thus, theorem 2 can be extended to relaxed labelings:

Theorem 7: A non-empty kernel of (G,X, ḡ) is neces-
sary for its relaxed satisfiability, hence for minimal height of
(G,X,g).

Proof. An immediate corollary of theorem 6. Alternatively,
it is instructive to consider also the following dual proof.

We will denote the height of pencil (t, t′, x) by utt′(x) =
maxx′ gtt′(x, x′) and call (t, t′, x) a maximal pencil if it con-
tains a maximal edge. Let us modify the arc consistency al-
gorithm such that rather than by explicitly zeroing variables
ḡ like in (4), nodes and edges of (G,X, ḡ) are deleted by re-
peating the following equivalent transformations on (G,X,g):

• Find a pencil (t, t′, x) such that utt′(x) < utt′ and
gt(x) = ut. Decrease node (t, x) by ϕtt′(x) = 1

2 [utt′ −
utt′(x)]. Increase all edges in pencil (t, t′, x) by ϕtt′(x).

• Find a pencil (t, t′, x) such that utt′(x) = utt′ and
gt(x) < ut. Increase node (t, x) by ϕtt′(x) = 1

2 [ut −
gt(x)]. Decrease all edges in pencil (t, t′, x) by ϕtt′(x).

When no such pencil exists, the algorithm halts.
If the kernel of (G,X, ḡ) was initially non-empty, the algo-

rithm halts after the maximal nodes and edges that were not in
the kernel are made non-maximal. If the kernel was initially
empty, the algorithm sooner or later decreases the height of
some node or edge, hence U(g).

The algorithm in the proof has only a theoretical value. In
practice, it is useless due to its slow convergence.

B. Non-empty Kernel Insufficient for Minimal Upper Bound

One might hope that non-empty kernel is not only neces-
sary but also sufficient for relaxed satisfiability. Unfortunately,
this is false, as was observed by Schlesinger [8] and, analogi-
cally in terms of convex combination of trees, by Kolmogorov
[28], [30]. Figures 5b,c,d show counter-examples. We will jus-
tify these counter-examples first by giving a primal argument
(i.e., by showing that (G,X, ḡ) is not relaxed-satisfiable) then
by giving a dual argument (i.e., by giving an equivalent trans-
formation that decreases U(g)).

1) Primal argument: Let (G,X, ḡ∗) denote the kernel of
a CSP (G,X, ḡ). Consider an edge {(t, x), (t′, x′)}. By theo-
rem 6, existence of α ∈ Λ̄G,X(ḡ) such that αtt′(x, x′) > 0 im-
plies ḡ∗tt′(x, x

′) = 1. Less obviously, the opposite implication
is false. In other words, the fact that an edge belongs to the ker-
nel is necessary but not sufficient for some relaxed labeling to
be non-zero on this edge. The same holds for nodes. Figure 5a
shows an example: it can be verified that system (7a)+(17) im-
plies that αtt′(x, x′) = 0 on the edge marked by the cross.

In figures 5b and 5c, the only solution to system (7a)+(17)
is α = 0, therefore ḡ is relaxed-unsatisfiable. Note that 5b
contains 5a as its part.

2) Dual argument: The analogical dual observation is that
the kernel of (G,X, ḡ) is not invariant to equivalent trans-
formations of (G,X,g). Consider the transformations in fig-
ure 5, depicted by non-zero values of ϕtt′(x) written next to
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−1+1

−1

−1+1

+1
−1 +1

−1 +1

+1 −1

−1

+1 −1

+1

−1 +1

−1+1

+1

−1

−1+1

−1

+1

+1

−1

−1 +1

−2+1

+1

−2
+2

−2

+2
−2

+2

−1−1

(a) (b) (c) (d)
Fig. 5. Examples of kernels not invariant to equivalent transformations. The shown edges have quality 0 and the not shown edges −∞. Problem (a) has
minimal height, problems (b, c) do not; in particular, for (b, c) system (7a)+(7b)+(17) is unsolvable. For problem (d), system (7a)+(7b)+(17) is solvable but
system (7a)+(7b)+(7c)+(17) is not.

the line segments crossing edge pencils (t, t′, x). In each sub-
figure, the shown transformation makes the edge marked by
the cross non-maximal and thus deletes it from the kernel. Af-
ter this, the kernel in figure 5a still remains non-empty while
the kernels in 5b and 5c become empty, as is verified by doing
the arc consistency algorithm by hand. Thus, in 5b and 5c a
non-empty kernel of (G,X, ḡ) does not suffice for minimality
of the height of (G,X,g).

In figures 5b and 5c, system (7a)+(7b)+(17) has no solution,
without even considering constraint (7c). Figure 5d shows a
more advanced counter-example, where system (7a)+(7b)+(17)
has a (single) solution but this solution violates (7c).

C. Boolean Max-sum Problems
For problems with Boolean variables (|X| = 2), Schlesinger

observed [54] that a non-empty kernel is both necessary and
sufficient for minimal upper bound. Independently, the equiv-
alent observation was made by Kolmogorov and Wainwright
[19], [31], who showed that weak tree agreement is sufficient
for minimality of Wainwright’s tree-based upper bound [24].
In addition, both noticed that for Boolean variables at least one
relaxed labeling is half-integral; an analogical observation was
made in pseudo-Boolean optimization [18], referring to [58].

Theorem 8: Let a CSP (G,X, ḡ) with |X| = 2 labels have
a non-empty kernel. Then Λ̄G,X(ḡ) ∩ {0, 1

2 , 1}
I 6= ∅.

Proof. We will prove the theorem by constructing a relaxed
labeling α ∈ Λ̄G,X(ḡ) ∩ {0, 1

2 , 1}
I .

Delete all nodes and edges not in the kernel. Denote the
number of nodes in object t and the number of edges in pair
{t, t′} by nt =

∑
x ḡt(x) and ntt′ =

∑
x,x′ ḡtt′(x, x′), respec-

tively. All object pairs can be partitioned into five classes (up
to swapping labels), indexed by triplets (nt, nt′ , ntt′):

(1, 1, 1) (1, 2, 2) (2, 2, 2) (2, 2, 3) (2, 2, 4)

Remove one edge in each pair of class (2, 2, 3) and two
edges in each pair of class (2, 2, 4) such that they be-
come (2, 2, 2). Now there are only pairs of classes (1, 1, 1),
(1, 2, 2) and (2, 2, 2). Let αt(x) = ḡt(x)/nt and αtt′(x, x′) =
ḡtt′(x, x′)/ntt′ . Clearly, this α belongs to Λ̄G,X(ḡ).

For |X| > 2, a relaxed labeling that is an integer multiple
of |X|−1 may not exist. A counter-example is in figure 6.

1

4

1

2

1

4

1

4

1

4

3

4

1

4

1

2
1

4

1

2
1

4

Fig. 6. A CSP for which Λ̄G,X(ḡ) has a single element α that is not an inte-
ger multiple of |X|−1. This can be verified by solving system (7a)+(7b)+(17).

D. Summary: Three Kinds of Consistency

To summarize, we have met three kinds of ‘consistency’,
related by implications as follows:

ḡ satisfiable
g trivial ⇒ ḡ relaxed-satisfiable

height of g minimal ⇒ kernel of ḡ non-empty.

The opposite implications do not hold in general. Excep-
tions are problems with two labels, for which non-empty ker-
nel equals relaxed satisfiability, and supermodular max-sum
problems (lattice CSPs) and problems on trees for which non-
empty kernel equals satisfiability.

Testing for the first condition is NP-complete. Testing for
the last condition is polynomial and simple, based on arc con-
sistency. Testing for the middle condition is polynomial (solv-
able by linear programming) but we do not know any effi-
cient algorithm to do this test for large instances. The diffi-
culty seems to be in the fact that while arc consistency can be
tested by local operations, relaxed satisfiability is probably an
inherently non-local property.

To our knowledge, all known efficient algorithms for de-
creasing the height of max-sum problems use arc consistency
or non-empty kernel as their termination criterion. We will re-
view two such algorithms in sections VI and VII. Existence
of arc consistent but relaxed-unsatisfiable configurations is un-
pleasant here because these algorithms need not find the min-
imal problem height. Analogical spurious minima occur also
in the sequential tree-reweighted message passing (TRW-S)
algorithm, as observed by Kolmogorov [27]–[30]. Omitting a
formal proof, we argue that they are of the same nature as arc
consistent relaxed-unsatisfiable states.
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VI. MAX-SUM DIFFUSION

This section describes the max-sum diffusion algorithm [6],
[7] to decrease the upper bound (13). It can be viewed as a
coordinate descent method.

The diffusion is related to edge-based message passing by
Wainwright [24, algorithm 1] but, unlike the latter, it is con-
jectured to always converge. Also, it can be viewed as the
sequential tree-reweighted message passing (TRW-S) by Kol-
mogorov [27], [30], with the trees being nodes and edges (we
omit a detailed proof). The advantage of the diffusion is its
simplicity: it is even simpler than belief propagation.

A. The Algorithm

The node-pencil averaging on pencil (t, t′, x) is the equiv-
alent transformation that makes gt(x) and utt′(x) equal, i.e.,
which adds number 1

2 [utt′(x)− gt(x)] to gt(x) and subtracts
the same number from qualities of all edges in pencil (t, t′, x).
Recall that utt′(x) = maxx′ gtt′(x, x′). In its simplest form,
the max-sum diffusion algorithm repeats node-pencil averag-
ing until convergence, on all pencils in any order such that
each pencil is visited ‘sufficiently often’. The following code
does it (with a deterministic order of pencils):

repeat
for (t, t′, x) ∈ P do
ϕtt′(x) += 1

2 [maxx′ gϕ
tt′(x, x

′)− gϕ
t (x)];

end for
until convergence
g := gϕ;

Remark 4: The algorithm can be easily made slightly more
efficient. If a node (t, x) is fixed and node-pencil averaging is
iterated on pencils { (t, t′, x) | t′ ∈ Nt } till convergence, the
heights of all these pencils and gt(x) become equal. This can
be done by a single equivalent transformation on node (t, x).

B. Monotonicity

When node-pencil averaging is done on a single pencil, the
problem height can decrease, remain unchanged, or increase.
For an example when the height increases, consider a max-
sum problem with X = {1, 2} such that for some pair {t, t′},
we have gt(1) = gt(2) = 1 and utt′(1) = utt′(2) = −1. After
the node-pencil averaging on (t, t′, 1), U(g) increases by 1.

Monotonic height decrease can be ensured by choosing an
appropriate order of pencils as given by theorem 9. This shows
that the diffusion is a coordinate descent method.

Theorem 9: After the equivalent transformation consisting
of |X| node-pencil averagings on pencils { (t, t′, x) | x ∈ X },
the problem height does not increase.

Proof. Before the transformation, the contribution of object
t and pair {t, t′} to U(g) is maxx gt(x)+maxx utt′(x). After
the transformation, this contribution is maxx[gt(x)+utt′(x)].
The first expression is not smaller than the second one be-
cause any two functions f1(x) and f2(x) satisfy maxx f1(x)+
maxx f2(x) ≥ maxx[f1(x) + f2(x)].

Fig. 7. A max-sum problem satisfying (18). A line segment starting from
node (t, x) and aiming to but not reaching (t′, x′) denotes an edge satisfying
gt(x) = gtt′ (x, x′) < gt′ (x

′). If gt(x) = gtt′ (x, x′) = gt′ (x
′), the line

segment joins the nodes (t, x) and (t′, x′). The grey levels help distinguish
different layers; the highest layer is emphasized.

C. Properties of the Fixed Point

Based on numerous experiments, it was conjectured that
the max-sum diffusion always converges. In addition, its fixed
points can be characterized as follows:

Conjecture 1: For any g ∈ [−∞,∞)I , the max-sum dif-
fusion converges to a solution of the system

max
x′

gtt′(x, x′) = gt(x), {t, t′} ∈ E, x ∈ X. (18)

We are not aware of any proof of this conjecture.
Any solution to (18) has the following layered structure (see

figure 7). A layer is a maximal connected subgraph of graph
(T ×X,EX) such that its each edge {(t, x), (t′, x′)} satisfies
gt(x) = gtt′(x, x′) = gt′(x′). By (18), all nodes and edges of
a layer have the same quality, the height of the layer. The
highest layer is formed by the maximal nodes and edges.

Property (18) implies arc consistency of the maximal nodes
and edges, as given by theorem 10. However, the converse is
false: not every max-sum problem with arc consistent maximal
nodes and edges satisfies (18).

Theorem 10: If a max-sum problem satisfies (18) then its
maximal nodes and edges form an arc consistent CSP.

Proof. Suppose (18) holds. By (3), we are to prove that a
pencil (t, t′, x) is maximal if and only if node (t, x) is max-
imal. If (t, x) is maximal, then utt′(x) = gt(x) ≥ gt(x′) =
utt′(x′) for each x′, hence (t, t′, x) is maximal. If (t, x) is
non-maximal, then utt′(x) = gt(x) < gt(x′) = utt′(x′) for
some x′, hence (t, t′, x) is not maximal.

Since the max-sum problems in figures 5b,c,d satisfy (18),
diffusion fixed points can have a non-minimal upper bound
U(g). This is a serious drawback of the algorithm.

More on max-sum diffusion can be found in the recent
works [59], [60].

VII. THE AUGMENTING DAG ALGORITHM

This section describes the height-decreasing algorithm given
in [4], [9]. Its main idea is as follows: run the arc consistency
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algorithm on the maximal nodes and edges, storing the point-
ers to the causes of deletions. When all nodes in a single
object are deleted, it is clear that the kernel is empty. Back-
tracking the pointers provides a directed acyclic graph (DAG),
called the augmenting DAG, along which a height-decreasing
equivalent transformation is done.

The algorithm has been proved to converge in a finite num-
ber of steps [1] if it is modified as follows: maximality of
nodes and edges is redefined using a threshold, ε. We will
first explain the algorithm without this modification and re-
turn to it at the end of the section.

The iteration of the algorithm proceeds in three phases,
described in subsequent sections. We use formulation (15a),
i.e., we look for ϕ that minimizes U(gϕ) =

∑
t maxx g

ϕ
t (x)

subject to the constraint that all edges are non-positive,
gϕ

tt′(x, x
′) ≤ 0. Initially, all edges are assumed non-positive.

A. Phase 1: Arc Consistency Algorithm

The arc consistency algorithm is run on the maximal nodes
and edges. It is not done exactly as described by rules (4) but
in a slightly modified way as follows.

A variable pt(x) ∈ {ALIVE, NONMAX} ∪ T is assigned to
each node (t, x). Initially, we set pt(x) := ALIVE if (t, x) is
maximal and pt(x) := NONMAX if (t, x) is non-maximal.

If a pencil (t, t′, x) is found satisfying pt(x) = ALIVE and
violating condition

(∃x′)
[

edge {(t, x), (t′, x′)} is maximal,
pt′(x′) = ALIVE

]
, (19)

node (t, x) is deleted by setting pt(x) := t′. The object t′

is called the deletion cause of node (t, x). This is repeated
until either no such pencil exists, or an object t∗ is found
with pt∗(x) 6= ALIVE for all x ∈ X . In the former case,
the augmenting DAG algorithm halts. In the latter case, we
proceed to the next phase.

After every iteration of this algorithm, the maximal edges
and the variables pt(x) define a directed acyclic subgraph D
of graph (T ×X,EX), as follows: the nodes of D are the end
nodes of its edges; edge ((t, x), (t′, x′)) belongs to D if and
only if it is maximal and pt(x) = t′. Once t∗ has been found,
the augmenting DAG D(t∗) is a subgraph of D reachable by
a directed path in D from the maximal nodes of t∗.

Example. The example max-sum problem in figure 8 has T =
{a, . . . , f} and the labels in each object are 1, 2, 3, numbered
from bottom to top. Figure 8a shows the maximal edges and
the values of pt(x) after the first phase, when 10 nodes have
been deleted by applying rule (19) successively on pencils
(c, a, 2), (c, a, 3), (e, c, 1), (e, c, 3), (f, e, 3), (d, c, 2), (b, d, 2),
(a, b, 2), (d, b, 1), (f, d, 1). The non-maximal edges are not
shown. The nodes with pt(x) = ALIVE are small filled, with
pt(x) = NONMAX small unfilled, and with pt(x) ∈ T large
filled. For the deleted nodes, the causes pt(x) are denoted by
short segments across pencils (t, pt(x), x). The object t∗ = f
has a black outline.

Figure 8a shows D after t∗ has been found and figure 8b
shows D(t∗). The edges of D and D(t∗) are emphasized and
the nodes, except (a, 3), too.

(a)

b d

eca
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(b)
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b d

eca
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Fig. 8. (a) The augmenting DAG algorithm after phase 1; (b) after phase 2.

B. Phase 2: Finding the Search Direction
The direction of height decrease is found in the space RP ,

i.e., a vector ∆ϕ is found such that U(gϕ+λ∆ϕ) < U(gϕ)
for a small positive λ.

Denoting ∆ϕt(x) =
∑

t′∈Nt
∆ϕtt′(x), the vector ∆ϕ has

to satisfy

−∆ϕt∗(x) = 1 if pt∗(x) 6= NONMAX,

∆ϕt(x) ≤ 0 if pt(x) 6= NONMAX,

∆ϕtt′(x)+∆ϕt′t(x′) ≥ 0 if {(t, x), (t′, x′)} maximal.

We find the smallest vector ∆ϕ satisfying these. This is done
by traversing D(t∗) from roots to leaves, successively enforc-
ing these constraints for all its nodes and edges. The traversal
is done in a linear order on D(t∗), i.e., a node is not vis-
ited before the tails of all edges entering it have been visited.
In figure 8b, the non-zero numbers ∆ϕtt′(x) are written near
their pencils.

C. Phase 3: Finding the Search Step
The search step length λ is found such that no edge becomes

positive, the height of no object is increased, and the height
of t∗ is minimized. These read respectively

gϕ+λ∆ϕ
tt′ (x, x′) ≤ 0,

gϕ+λ∆ϕ
t (x) ≤ max

x
gϕ

t (x),

gϕ+λ∆ϕ
t∗ (x) ≤ max

x
gϕ

t∗(x)− λ.

To justify the last inequality, see that each node of t∗ with
pt∗(x) ∈ T decreases by λ and each node with pt∗(x) =
NONMAX increases by λ∆ϕt∗(x). The latter is because D(t∗)
can have a leaf in t∗. To minimize the height of t∗, the nodes
with pt∗(x) = NONMAX must not become higher than the nodes
with pt∗(x) ∈ T .

Solving the above three conditions for λ yields the system

λ ≤
gϕ

tt′(x, x
′)

∆ϕtt′(x) + ∆ϕt′t(x′)
if ∆ϕtt′(x) + ∆ϕt′t(x′) < 0,

λ ≤ ut − gϕ
t (x)

[[t = t∗]] + ∆ϕt(x)
if [[t = t∗]] + ∆ϕt(x) > 0.
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We find the greatest λ satisfying these.
The iteration of the augmenting DAG algorithm is com-

pleted by the equivalent transformation ϕ += λ∆ϕ.
For implementation details, refer to [4], [41].

The algorithm sometimes spends a lot of iterations to min-
imize the height in a subgraph of G accurately [61]. This is
wasteful because this accuracy is destroyed once the subgraph
is left. This behavior, somewhat similar to the well-known in-
efficiency of the Ford-Fulkerson max-flow algorithm, can be
reduced by redefining maximality of nodes and edges using a
threshold ε > 0 as follows [4]: node (t, x) is maximal if and
only if −gϕ

tt′(x, x
′) ≤ ε, and edge {(t, x), (t′, x′)} is maximal

if and only if −gϕ
tt′(x, x

′) ≤ ε. If ε is reasonably large, ‘nearly
maximal’ nodes and edges are considered maximal and often
a larger λ results. With ε > 0, the algorithm terminates in
finite number of iterations [4]. A possible scheme is to run
the algorithm several times, exponentially decreasing ε.

Since they are arc-consistent, the problems in figures 5b,c,d
are termination states of the algorithm. Thus, the algorithm
can terminate with a non-minimal upper bound U(g).

VIII. SUPERMODULAR MAX-SUM PROBLEMS

(Super-) submodularity, for bivariate functions also known
as (inverse) Monge property [62], is well-known to simplify
many optimization tasks; in fact, it can be considered a dis-
crete counterpart of convexity [63]. It is long known that set
supermodular max-sum problems can be translated to max-
flow/min-cut [17], [64] and therefore are tractable. Some
authors suggested this independently, e.g. Kolmogorov and
Zabih [36]. Others showed translation to max-flow for other
subclasses of the supermodular max-sum problem: Greig et al.
[65]; Ishikawa and Geiger [66], [67] for the bivariate func-
tions being convex univariate functions of differences of vari-
able pairs; Cohen et al. for Max CSP [34]. D. Schlesinger and
Flach [68] gave the translation to max-flow of the full class of
supermodular max-sum problems; importantly, this is a spe-
cial case of the more results that max-sum problem with any
number of labels can be transformed to a problem with two
labels [68]. In many of these works, especially in computer
vision, connection with supermodularity was not noticed and
the property was given ad hoc names.

Tractability of supermodular max-sum problems follows
from a more general result. Their objective function is a spe-
cial case of a supermodular function on a product of chains,
which is in turn a special case of a supermodular function
on a distributive lattice. Submodular functions with Boolean
variables can be minimized in polynomial time [69], [70] and
for submodular functions on distributive lattices, even strongly
polynomial algorithms exist [71], [72].

Linear programming relaxation (11) was shown tight for
supermodular problems by Schlesinger and Flach [11] and,
independently, for Boolean supermodular problems by Kol-
mogorov and Wainwright [19], [31] using convex combina-
tion of trees [15], [24]. Further in this section, we prove this,
following [11].

In particular, we will prove that if the function F (x |g)
(or, equivalently, the functions gtt′(•, •)) is supermodular then

x

t t′

x′

y′y

(a) (b)
Fig. 9. (a) An arc consistent lattice CSP is always satisfiable because
a labeling on it can be found by picking the lowest label in each ob-
ject separately (emphasized). (b) Supermodular max-sum problems satisfy
gtt′ (x, x′) + gtt′ (y, y′) ≥ gtt′ (x, y′) + gtt′ (y, x′) for every x ≤ y and
x′ ≤ y′. It follows that the poset L̄tt′ = { (x, x′) | gtt′ (x, x′) = utt′ } is
a lattice. In the pictures, the order ≤ is given by the vertical direction.

the max-sum problem has a trivial equivalent and finding an
optimal labeling is tractable. We will proceed in two steps:
first, we’ll show that a certain subclass of CSP is tractable and,
moreover, satisfiable if its kernel is non-empty; second, we’ll
show that the maximal nodes and edges of a supermodular
problem always form a CSP in this subclass.

We assume that the label set X is endowed with a (known)
total order ≤, i.e., the poset (X,≤) is a chain. The product
(Xn,≤) of n these chains is a distributive lattice, with the new
partial order given componentwise, and with meet ∧ (join ∨)
being componentwise minimum (maximum). In this section,
∧ and ∨ denote meet and join rather than logical conjunction
and disjunction. See [41], [55], [73] for background on lattices
and supermodularity.

Let L̄tt′ = { (x, x′) | ḡtt′(x, x′) = 1 }. We call (G,X, ḡ) a
lattice CSP if the poset (L̄tt′ ,≤) is a lattice (i.e., is closed
under meet and join) for every {t, t′} ∈ E. Note, it follows
easily that for a lattice CSP, L̄G,X(ḡ) is also a lattice. Theo-
rem 11 shows that lattice CSPs are tractable.

Theorem 11: Any arc consistent lattice CSP (G,X, ḡ) is
satisfiable. The ‘lowest’ labeling x =

∧
L̄G,X(ḡ) is given by

xt = min{x ∈ X | ḡt(x) = 1 } (xt are the components of x).
Proof. It is obvious from figure 9a that the ‘lowest’ nodes

and edges form a labeling. Here is a formal proof.
Let xt = min{x ∈ X | ḡt(x) = 1 }. We’ll show that

ḡtt′(xt, xt′) = 1 for {t, t′} ∈ E. Pick {t, t′} ∈ E. By (3),
pencil (t, t′, xt) contains at least one edge, while pencils
{ (t, t′, x) | x < xt } are empty. Similarly for pencils (t′, t, xt′)
and { (t′, t, x′) | x′ < xt′ }. Since (L̄tt′ ,≤) is a lattice, the
meet of the edges in pair {t, t′} is {(t, xt), (t′, xt′)}.

Recall that a function f : A → R on a lattice (A,≤) is
supermodular if all a, b ∈ A satisfy

f(a ∧ b) + f(a ∨ b) ≥ f(a) + f(b). (20)

In particular, a bivariate function f (i.e., (A,≤) is a product
of two chains, (X2,≤)) is supermodular if and only if x ≤ y
and x′ ≤ y′ implies f(x, x′) + f(y, y′) ≥ f(x, y′) + f(y, x′).

We say (G,X,g) is a supermodular max-sum problem if
all the functions gtt′(•, •) are supermodular on (X2,≤). The
following theorem shows that this is equivalent to supermod-
ularity of the function F (• |g).
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Theorem 12: The function F (• |g) is supermodular if and
only if all the bivariate functions gtt′(•, •) are supermodular.

Proof. The if part is true because by (20), a sum of super-
modular function is supermodular.

The only if part. Pick a pair {t, t′}. Let two labelings x,y ∈
XT be equal in all objects except t and t′ where they satisfy
xt ≤ xt′ and yt ≥ yt′ . If F (• |g) is supermodular, by (20) it
is F (x ∧ y |g) + F (x ∨ y |g) ≥ F (x |g) + F (y |g). After
substitution from (5) and some manipulations, we are left with
gtt′(xt, yt′) + gtt′(yt, xt′) ≥ gtt′(xt, xt′) + gtt′(yt, yt′).

Function F (• |g) is invariant to equivalent transformations.
Theorem 12 implies that supermodularity of gtt′(•, •) is so
too. This is also seen from the fact that an equivalent transfor-
mation means adding a zero problem, which is modular, and
supermodularity is preserved by adding a modular function.

The following theorem shows that the maximal nodes and
edges of a supermodular problem form a lattice CSP.

Theorem 13: [55] The set A∗ of maximizers of a super-
modular function f on a lattice A is a sublattice of A.

Proof. Let a, b ∈ A∗. Denote p = f(a) = f(b), q = f(a∧b),
and r = f(a ∨ b). Maximality of p implies p ≥ q and p ≥ r.
Supermodularity condition q + r ≥ 2p yields p = q = r.

The theorem can be applied to function f being either
gtt′(•, •) or F (• |g). This completes the proof that every su-
permodular max-sum problem has a trivial equivalent and is
tractable.

IX. APPLICATION TO STRUCTURAL IMAGE ANALYSIS

Even if this article primarily focuses on theory, we present
an example of applying the approach to structural image anal-
ysis. It is motivated by those in [1], [9] and we give more such
examples in [41]. The task is different from non-supermodular
problems of Potts type and arising from stereo reconstruction,
experimentally examined in [19], [28], [29], [31], [74], [75],
in the fact that a lot of edge qualities are −∞. In that, our
example is closer to CSP. In the sense of [1], [9], it can be
interpreted as finding the ‘nearest’ image belonging to the lan-
guage generated by a given 2D grammar (in full generality,
2D grammars include also hidden variables). If qualities are
viewed as log-likelihoods, the task corresponds to finding the
maximum of a Gibbs distribution.

Let the following be given. Let G represent a 4-connected
image grid. Each pixel t ∈ T has a label from X = {E, I, T, L,
R}. Numbers gtt′(x, x′) are given by figure 10a, which shows
three pixels forming one horizontal and one vertical pair, as
follows: the solid edges have quality 0, the dashed edges − 1

2 ,
and the edges not shown −∞. The functions gtt′(•, •) for all
vertical pairs are equal, as well as for all horizontal pairs.

Numbers f(E) = f(I) = 1 and f(T) = f(L) = f(R) = 0
assign an intensity to each label. Thus, f(x) = { f(xt) | t ∈
T } is the black-and-white image corresponding to labeling x.

First, assume that gt(x) = 0 for all t and x. The set
{ f(x) | F (x |g) > −∞} contains images feasible to the 2D
grammar (G,X,g), here, images of multiple non-overlapping
black ‘free-form’ characters ‘Π’ on white background. An ex-
ample of such an image with labels denoted is in figure 10b.
The number of characters in the image is −F (x |g).
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(a) (b)

(c) (d) (e)

Fig. 10. The ‘Letters Π’ example. (a) The vertical and horizontal pixel
pair defining the problem. (b) A labeled image feasible to this definition. The
input image in (d) is the image in (c) plus independent Gaussian noise. (e)
The output image. Image size 50× 50 pixels.

Let an input image { ft | t ∈ T } be given. The numbers
gt(x) = −c [ft − f(x)]2 quantify similarity between the input
image and the intensities of the labels; we set c = 1

6 . Setting
the dashed edges in figure 10a to a non-zero value discourages
images with a large number of small characters, which can be
viewed as a regularization.

For the input in figure 10d, we minimized the height of the
max-sum problem (G,X,g) by the augmenting DAG algo-
rithm and then computed the kernel of the CSP formed by
the maximal nodes and edges. To get a partial and suboptimal
solution to the CSP, we used the unique label condition from
theorem 2. The result is in figure 10e. A pixel t with a unique
maximal node (t, x) is black or white as given by f(x), a pixel
with multiple maximal nodes is gray. Unfortunately, there are
rather many ambiguous pixels.

It turns out that if X and g are redefined by adding two
more labels as shown in figure 11, a unique label in each
pixel is obtained. We observed this repeatedly: of several for-
mulations of the max-sum problem defining the same feasible
set { f(x) | F (x |g) > −∞}, some (usually not the simplest
ones) provide tight upper bounds more often.

For figure 10, the runtime of the augmenting DAG algo-
rithm (the implementation [41]) was 1.6 s on a 1.2 GHz lap-
top PC, and the max-sum diffusion achieved the state with arc
consistent maximal nodes and edges in almost 8 min (maxi-
mality threshold 10−6, double arithmetic). For figure 11, the
augmenting DAG algorithm took 0.3 s and the diffusion 20 s.

X. CONCLUSION

We have reviewed the approach to the max-sum problem by
Schlesinger et al. in a unified and self-contained framework.

The fact that due to non-optimal fixed points, no efficient
algorithm to minimize the upper bound U(g) is known is the
most serious open question. This is not only a gap in theory but
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Fig. 11. The ‘Letters Π 2’ example, alternative ‘better’ definition of ’Letters
Π’. (a) Definition, (b) a feasible labeled image, (c) output. The input was
figure 10d.

also relevant in applications because the difference between
the true and a spurious minimum can be arbitrarily large.

To present the approach by Schlesinger et al. in a single
article, we had to omit some issues for lack of space. We
have omitted a detailed formal comparison with the work by
Wainwright et al. and Kolmogorov [19], [24], [30]. We have
not discussed relation to other continuous relaxations [20]–
[22], [76], to α-expansions and αβ-swaps [77], and to primal-
dual schema [78]. We have not done experimental comparison
of the max-sum diffusion and the augmenting DAG algorithms
with other approximative algorithms for the max-sum problem
[75], [79], [80]. We have not discussed persistency (partial
optimality) results by Kolmogorov and Wainwright [19] for
Boolean variables and by Kovtun [39], [40] for the (NP-hard)
Potts model.
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