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ABSTRACT

Many medical images contain graph-like geometrical structures such as blood vessels and neuronal networks. We present an algorithm for matching geometrical graphs, in order to quickly and robustly align such images. We use a sampling-based curve descriptor to prune dissimilar edges. The matching is modeled as a single-player game, growing the matching from a random initial correspondence. The coarse global solution is found using a Monte Carlo Tree Search and then refined locally. We show experimentally that our approach finds the correct matching in all tested datasets and is the fastest of all global methods.
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1. INTRODUCTION

Graph and tree shaped structures such as nerve fibers, neuronal networks or blood vessels are commonly found in medical imaging. Our aim is to develop a fast method, which can handle big volumes, very different appearances (see Fig. 1) and large initial transformations. We suggest to match the graphs previously extracted from the images by some automatic method, such as [1]. The matching is performed by a Monte Carlo Tree Search (MCTS) [2], with curve descriptors [3] and a geometrical model for quick pruning of not feasible matches. Once enough graph vertices are matched, fine alignment is performed by solving the assignment problem constrained by the already found matches [4]. The transformation function is then interpolated everywhere.

We test the robustness of our method against the state of the art in terms of speed and alignment quality.

2. RELATED WORK

By ignoring connectivity, graph matching is often reduced to a point cloud matching problem. RANSAC-like techniques sample partial matches between points to find the correspondence [5, 6, 7], however this becomes intractable for a large number of points. Local techniques such as ICP or CPD [8, 9] are faster, however require a good initial estimation of the transformation.

More generally, the problem of graph matching can be formulated as an optimization problem where affinities are determined from local geometric features between the vertices and edges [10, 11]. So far the best performing is an Active Testing method which builds the match incrementally, guided by quality estimates from partial results [4]. However, neither of the methods is sufficiently fast on larger graphs.

The use of path descriptors was introduced in [3], where edges were modeled as B-splines and the matching was formulated as an integer quadratic program, using affinities between paths. In this paper, we improve the curve descriptors. The key contribution is a novel search algorithm based on the Monte Carlo Tree Search algorithm, which decreases the computational time a factor of more than 50 on some datasets.

3. PROBLEM DEFINITION

Let us have a geometrical graph $G = (V, E)$, where each vertex $v_i \in V$ is associated with a point in $\mathbb{R}^D$ and each edge $e_{ik} \in E$ is associated with a continuous path in

Fig. 1. Brain tissue acquired with electron microscopy (left) and light microscopy (right). The scales are very different and the 3D structure of the volume on the left is contained in the volume on the right.
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\[ \mathbb{R}^D \] between two vertices. We also define superedges \( S^A \) as paths of up to \( K \) consecutive edges (see Fig. 2). A second graph \( G^B \) is assumed to be related to \( G^A \) by a geometrical transformation. Our task is to find mappings \( M^V : V^A \rightarrow V^B \) and \( M^S : S^A \rightarrow S^B \) between vertices and superedges of the two graphs, respectively, where \( M^V \) can be inferred from \( M^S \). These mappings can be partial if outliers are present.

4. PATH DESCRIPTORS

In biological applications, the geometrical transformation between the images is typically composed of a rigid motion composed with a small nonlinear deformation due to tissue deformation. In particular, we assume that for any two points \( x, y \in \mathbb{R}^D \) our transformation \( T \) is bi-Lipschitz:

\[
\frac{1}{1 + \varepsilon_T} d(x, y) \leq d(T(x), T(y)) \leq (1 + \varepsilon_T) d(x, y),
\]

where \( d(x, y) \) is the Euclidean distance between \( x \) and \( y \).

We propose the use of an improved version of the path descriptors [3] to establish a set of compatible superedge pairs \( \mathcal{P}_S \).

Let \( \zeta_{s_k} : [0, 1] \rightarrow \mathbb{R}^D \) be a constant speed representation of the curve associated to a superedge \( s_k = (v_i, v_j) \). Each edge is described by a series of points instead of an \( B \)-spline as in [3]. We therefore find \( \zeta_{s_k} \) using linear interpolation between the points of each edge. We define a path descriptor as

\[
h_{\Omega}(s_k) = (h_{\omega_1}, \cdots, h_{\omega_{|\Omega|}}),
\]

where

\[
h_{\omega}(s_k) = \sum_{i=0}^{n_\omega} d(\zeta_{s_k}(t_i), \zeta_{s_k}(t_{i+1})),
\]

where \( \Omega = (\omega_1, \cdots, \omega_{|\Omega|}) \) are user-defined fixed parameters, and \( t_i \) are chosen such that \( d(\zeta(t_0), \zeta(t_1)) = \omega_i d(\zeta(0), \zeta(1)) \). Each vector \( \omega_j = (\omega_0, \cdots, \omega_{n_\omega+1}) \) has elements \( 0 = \omega_0 < \omega_1 < \cdots < \omega_{n_\omega} < \omega_{n_\omega+1} = 1 \), where \( \omega_1, \cdots, \omega_{n_\omega} \) are randomly generated for each \( \omega_j \) of \( \Omega \).

Inspired by (1), we shall consider two superedges \((s^A_k, s^B_k)\) from \( G^A \) and \( G^B \), respectively, to be compatible, i.e. \((s^A_k, s^B_k) \in \mathcal{P}_S\), if

\[
\frac{1}{1 + \varepsilon_h} h_{\omega}(s^A_k) \leq h_{\omega}(s^B_k) \leq (1 + \varepsilon_h) h_{\omega}(s^A_k), \quad \forall i \in \{1, |\Omega|\},
\]

for some fixed \( \varepsilon_h \approx \varepsilon_T \). We have shown [3] that descriptors of this type are discriminative, yet fast to calculate.

5. MONTE CARLO TREE SEARCH

5.1. Rules of the game

We propose to find \( M^S \) (and \( M^V \)) using a search algorithm inspired by the Upper Confidence Bound on Trees (UCT), a variant of the Monte Carlo Tree Search (MCTS) [2]. We formulate the problem as a single-player game. The objective is to maximize the length of matched edges plus a reward for the number of matched vertices:

\[
Q(M^V, M^S) = \sum_{(s^A_k, s^B_k) \in \mathcal{M}^S} \frac{l(s^A_k) + l(s^B_k)}{2} + \kappa l(S^A, S^B) |M^V|,
\]

where \( l(s_k) \) is the superedge length, \( l(S^A, S^B) \) is the average length of the superedges of both graphs, and \( \kappa \) is a user-defined parameter. Note that our superedge formulation allows up to \( K - 1 \) nodes to be skipped; the \( |M^V| \) term serves to discourage skipping if nodes are present in both images.

The player maximizes \( Q \) by adding pairs of superedges one by one to the matching starting from an empty set, obeying the following rules:

- The pair of superedges \((s^A_k, s^B_k)\) must be compatible (in \( P_s \), i.e. obeys (3)) and there must be no conflict with the existing matches or the geometrical model (1).
- If it exists, a pair incident with existing matches must be chosen first.

These rules are intended to explore the graphs by local growth, with previous matches quickly constraining future ones (see Fig. 3).

5.2. Algorithm

Each node \( \nu \) of the search tree \( T \) represents one state (partial matching) and contains the criterion value \( Q_\nu \), and (unlike

Fig. 2. Example of the superedges (middle and right) of a graph (left), with \( K = 2 \).
The description of the datasets is shown together with the re-
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set the parameters as suggested in the corresponding papers.

The algorithm repeatedly performs the following four steps until the computational budget is exhausted:

1. **Selection** - The expandable node with the highest urgency \( \hat{Q}_v \) is selected by a greedy top-down tree search, with

\[
\hat{Q}_v = \frac{Q_v^+}{Q_{\text{norm}}} + \gamma \sqrt{\frac{2 \log n}{n_v}}. \tag{5}
\]

The second term is the upper confidence bound (UCB) [2] and balances between exploration of yet unvisited branches and exploitation of known good branches; \( \gamma \) is a user-defined parameter, \( Q_{\text{norm}} \) is the maximum possible \( Q_v \), \( n \) is the current iteration number and \( n_v \) is the number of times the node \( v \) has been visited.

2. **Expansion** - \( N_{\text{exp}} \) children of the most urgent node are added by performing valid moves. The priority is to add a superedge pair with the least number of edges. If equal, longer superedges are preferred.

3. **Simulation** - We estimate the reward \( Q^+_v \) of the most promising added node by greedily adding \( N_{\text{sim}} \) children in a depth-first search manner. The same heuristic is used in the selection of the superedge pair as in the Expansion.

4. **Backpropagation** - We update \( Q^+_v \) along the path from the current node back to the root.

The algorithm stops after reaching a predefined depth \( D \) or maximum iterations \( N \). The result is a matching for a part of the vertices of the graphs, allowing coarse registration.

To align the structures locally and along the edges, we use a method [4] which solves an assignment problem constrained on the found matches.

**6. EXPERIMENTS AND RESULTS**

**6.1. Experiments**

The description of the datasets is shown together with the results in Table 1. In the EMLM and Brain vessels datasets, two different modalities are used. In other datasets, the images to be registered are acquired at two different time points. If a graph has disconnected components, virtual edges are created between vertices within a short distance, which can only be matched with other virtual edges.

We test our approach against the graph matching using integer quadratic programming (PDQP) [3], Active Testing Search (ATS) [4], Coherent Point Drift (CPD) [9], Integer Projected Fixed Point (IPFP) [11] and a Path following algorithm (PATH) [12]. In all methods except of CPD, the same fine alignment algorithm [4] is used to align the structures based on their correspondence output. For each method, we set the parameters as suggested in the corresponding papers. To test the robustness of the methods with respect to initial position, we randomized the initial position of the graphs by applying a rigid transformation with random rotation and translation to the graph \( G^A \). This procedure was repeated 50 times for each dataset. We present results for both with and without random initialization for CPD. All other methods are invariant to rigid transformations.

The parameters for the proposed method used throughout the experiments were \( n_\omega = 5, |\Omega| = 50, K = 3, N_{\text{exp}} = 2, N_{\text{sim}} = 25, \gamma = 0.01 \) and \( \kappa = 0.8 \). The remaining parameters \( \varepsilon_h \) (ranging from 0.02 to 0.35) and termination criteria (typically \( D = 10 \) and \( N = 10000 \) ) were set specifically for each dataset. The graphs were normalized such that \( V^A, V^B \in [-1, 1]^D \).

**6.2. Results**

In Table 1, we show the geometrical error (the average distance between true correspondences of the two aligned structures), processing time and percentage of correct alignments (we consider an alignment incorrect if the error is above 0.15) after fine alignment. Local methods such as CPD work well when the initial position of the graphs is close to the true match. Otherwise, a global method must be used. The method proposed here, PDQP and ATS present the lowest errors of the global methods, but our method is faster than PDQP and ATS while returning more correspondences.

**7. CONCLUSIONS**

We presented a method which uses a Monte Carlo tree search strategy to quickly obtain a set of matches between two geometric graphs. Dissimilar superedges are pruned by path descriptors. We experimentally compared our approach to state of the art methods, showing that the proposed method can successfully register all tested datasets with the smallest error in spite of unknown initial orientation. It is faster than all other global methods tested.
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Table 1. Average distance between true matches of aligned graphs (Error), processing time \( t \) in seconds and percentage of correct alignments \( C \) out of 50 pairs with random initial position for each experiment. The label Random identifies the experiments where the initial position of the structures were randomized. For each dataset, we present the number of sets in each of them and the average number of vertices \( |V| \). The visualization of each dataset and alignment result for the proposed method is presented in Fig. 4. Graphs were normalized s. t. \( V^A, V^B \in [-1, 1]^D \).


