Real-time solution to the absolute pose problem with unknown radial distortion and focal length
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Abstract

The problem of determining the absolute position and orientation of a camera from a set of 2D-to-3D point correspondences is one of the most important problems in computer vision with a broad range of applications. In this paper we present a new solution to the absolute pose problem for a camera with unknown radial distortion and unknown focal length from five 2D-to-3D point correspondences. Our new solver is numerically more stable, more accurate, and significantly faster than the existing state-of-the-art minimal four point absolute pose solvers for this problem. Moreover, our solver results in less solutions and can handle larger radial distortions. The new solver is straightforward and uses only simple concepts from linear algebra. Therefore it is simpler than the state-of-the-art Gröbner basis solvers. We compare our new solver with the existing state-of-the-art solvers and show its usefulness on synthetic and real datasets.

1. Introduction

Solving absolute camera pose, which means determining the position, orientation and possibly intrinsic camera parameters from $n$ 2D-to-3D point correspondences, is known as the Perspective-n-Point (PnP) problem. The PnP problem is one of the oldest problems in computer vision [10] which creates a very basic element of many computer vision applications [22, 16, 15, 18]. Camera localization, structure from motion, scene reconstruction, object localization, tracking and recognition are just a few examples of such applications.

The absolute pose problem for a fully calibrated camera was intensively studied in the past and many solutions were already developed. The problem itself can be formulated as a simple system of polynomial equations and solved in a closed form. Researchers in the past focused on how to formulate this problem, searched for different solutions, compared numerical stability, speed, or studied how to calculate the camera pose from more than three 2D-to-3D point correspondences [8, 19, 20, 21, 3, 24, 25].

Recently, a number of solutions to the absolute pose problems for cameras without complete internal calibration [2, 23, 4, 12, 5] and for cameras where some additional information about the scene is known [14] has been published. The reason for this is that in many applications
we do not have calibrated cameras, however, we can make some assumptions about these cameras or about the scene. For example, for modern cameras, we can usually assume square pixels and the principal point in the center of the image. On the other hand, consumer cameras have some non-negligible radial distortion and variable focal length.

The problem of estimating absolute pose of a camera together with its focal length for image points without radial distortion was first solved in [2], but only for planar scenes. The first solution to this focal length problem, which works for non-planar scenes, was presented by Triggs in [23]. The solution is based on multivariate resultants and works for non-planar scenes but fails for the planar ones.

An efficient solution to the absolute pose problem for camera with unknown focal length working for both planar and non-planar scenes was proposed recently in [4]. This solution is based on Euclidean rigidity constraint and for non-planar scenes, was presented by Triggs in [23]. The solution is efficient and useful, however it may produce unsatisfactory results for cameras with radial distortion.

In [12] authors included the radial distortion to the problem with unknown focal length and proposed a method for solving absolute pose problem for a camera with radial distortion and unknown focal length from four 2D-to-3D point correspondences based on Gröbner bases. In experiments, authors show that in many real applications the consideration of radial distortion brings a significant improvement. The solution [12] uses one parameter division model for radial distortion [9] and provides up to four real solutions. It is a minimal solver for three parameters division model, i.e. it uses the minimal number of correspondences needed to solve this problem.

By evaluating our new solver on synthetic and real data, we show that it is numerically more stable and more accurate than the state-of-the-art solvers [12, 5]. The running time of the new solver is $2 \mu s$. Therefore this solver is very useful in real applications where consideration of radial distortion may bring a significant improvement over the absolute pose problems without distortion [8, 4].

2. Problem Formulation

Let us assume the standard pinhole camera model [11]. In this model the image projection $u_i$ of a 3D point $X_i$ can be written as

$$\alpha_i u_i = P X_i,$$

where $P$ is a $3 \times 4$ projection matrix, $\alpha_i$ is an unknown scalar value and points $u_i = [u_i, v_i, 1]^T$ and $X_i = [X_i, Y_i, Z_i, 1]^T$ are represented by their homogeneous coordinates.

The projection matrix $P$ can be written as

$$P = K [R | t],$$

where $R = [r_{ij}]_{i,j=1}^{3}$ is a $3 \times 3$ rotation matrix, $t = [t_x, t_y, t_z]^T$ is the camera position vector and $K$ is the $3 \times 3$ calibration matrix of the camera.

We assume that the only unknown parameter from the calibration matrix $K$ is the focal length. Therefore, the calibration matrix $K$ has the form $\text{diag} [f, f, 1]$. Since the projection matrix is given only up to scale we can equivalently write $K = \text{diag} [1, 1, w]$ for $w = \frac{1}{f}$ and the projection matrix (2) has the form

$$P = \begin{bmatrix}
    r_{11} & r_{12} & r_{13} & t_x \\
    r_{21} & r_{22} & r_{23} & t_y \\
    wr_{31} & wr_{32} & wr_{33} & wt_z
\end{bmatrix}.$$
The projection equation (1) holds for the pinhole camera model with no radial distortion. However, in real situations we measure image points \( \mathbf{u}_i \) affected by some radial distortion. To use measured distorted image points \( \mathbf{u}_i \) in (1) we need to “undistort” them. Therefore, we obtain
\[
\alpha_i f_u(\hat{\mathbf{u}}_i) = \mathbf{P} X_i, \tag{4}
\]
where \( f_u \) is a function that undistort an image point and \( \alpha_i \in \mathbb{R} \) is an unknown scalar value.

The previous solvers [12, 5] to the absolute pose problem for camera with unknown radial distortion used equation (4) and the one-parameter division model for distortion [9]. In this model \( f_u(\hat{\mathbf{u}}_i) = [\hat{\mathbf{u}}_i, \hat{\mathbf{v}}_i, 1 + k(\hat{u}_i^2 + \hat{v}_i^2)]^T \), where \( \hat{\mathbf{u}}_i = [\hat{u}_i, \hat{v}_i, 1]^T \) are the homogeneous coordinates of the distorted image point \( \hat{\mathbf{u}}_i \) and \( k \) is a distortion parameter.

In [17], it was shown that the two-parameter division model may give in some applications better results than the one-parameter division model.

In our new five point absolute pose solver we can handle up to three parameters for radial distortion without increasing the complexity of the solver. We will consider up to three parameter division model of the form
\[
f_u(\hat{\mathbf{u}}_i) = [\hat{\mathbf{u}}_i, \hat{\mathbf{v}}_i, 1 + k_1 \hat{u}_i^2 + k_2 \hat{v}_i^2 + k_3 \hat{u}_i \hat{v}_i]^T \tag{5}
\]
where \( \hat{i}_k = \hat{u}_i^2 + \hat{v}_i^2 \) and \( k_1, k_2, k_3 \in \mathbb{R} \) are distortion parameters.

Now we describe our new solver for the problem of estimating absolute pose of a camera with unknown radial distortion and unknown focal length from five 2D-to-3D point correspondences.

3. Absolute pose for a camera with radial distortion and unknown focal length

Our new solver follows the formulation used in [5], but the new solver, unlike the solver from [5], works for non-planar as well as for planar scenes. The difference is in the solving method. While the non-planar P4Pfr solver from [5] assumes regularity of some matrices and therefore fails for planar scenes, our new P5Pfr solver does not make such assumptions and works for both planar and non-planar scenes.

For planar scenes, a slightly simpler solver can be created but this is not necessary, since the new P5Pfr solver is already very simple, fast and efficient.

In our new solver we start by eliminating the scalar values \( \alpha_i \) from the projection equation (4). We do this by multiplying (4) by the skew symmetric matrix \([f_u(\hat{\mathbf{u}}_i)]_\times \). Since \([f_u(\hat{\mathbf{u}}_i)]_\times f_u(\hat{\mathbf{u}}_i) = 0 \) we obtain the matrix equation
\[
\begin{bmatrix}
0 & -\hat{w}_i & \hat{v}_i \\
\hat{w}_i & 0 & -\hat{u}_i \\
-\hat{v}_i & \hat{u}_i & 0
\end{bmatrix}
\begin{bmatrix}
\hat{p}_{11} & \hat{p}_{12} & \hat{p}_{13} & \hat{p}_{14} \\
\hat{p}_{21} & \hat{p}_{22} & \hat{p}_{23} & \hat{p}_{24} \\
\hat{p}_{31} & \hat{p}_{32} & \hat{p}_{33} & \hat{p}_{34}
\end{bmatrix}
\begin{bmatrix}
X_i \\
Y_i \\
Z_i \\
1
\end{bmatrix} = 0,
\]
where \( \hat{w}_i = 1 + k_1 \hat{u}_i^2 + k_2 \hat{v}_i^2 + k_3 \hat{u}_i \hat{v}_i \), \( X_i = [X_i, Y_i, Z_i, 1]^T \) and \( p_{ij} \) is the element from the \( i \)th row and \( j \)th column of the projection matrix \( \mathbf{P} \).

This matrix equation gives three polynomial equations from which only two are linearly independent. This is caused by the fact that the skew symmetric matrix \([f_u(\hat{\mathbf{u}}_i)]_\times \) has rank two.

Let’s now consider the equation corresponding to the third row of the matrix equation (6). This equation can be written as
\[
-\hat{v}_i (p_{11} X_i + p_{12} Y_i + p_{13} Z_i + p_{14}) + \hat{u}_i (p_{21} X_i + p_{22} Y_i + p_{23} Z_i + p_{24}) = 0.
\tag{7}
\]
This is a homogeneous linear equation in eight unknowns \( p_{11}, p_{12}, p_{13}, p_{14}, p_{21}, p_{22}, p_{23}, p_{24} \). Since we have five 2D-to-3D point correspondences, we have five equations of the form (7). These five equations can be rewritten in the matrix form
\[
\mathbf{M} \mathbf{v} = 0,
\tag{8}
\]
where \( \mathbf{M} \) is a \( 5 \times 8 \) coefficient matrix and \( \mathbf{v} = [p_{11}, p_{12}, p_{13}, p_{14}, p_{21}, p_{22}, p_{23}, p_{24}]^T \) is a \( 8 \times 1 \) vector of unknowns. Therefore we can write our eight unknowns in \( \mathbf{v} \) as a linear combination of the three null space basis vectors \( \mathbf{n}_i \) of the matrix \( \mathbf{M} \)
\[
\mathbf{v} = \sum_{i=1}^{3} \gamma_i \mathbf{n}_i,
\tag{9}
\]
where \( \gamma_i \) are new unknowns from which one, e.g. \( \gamma_3 \), can be set to one.

In this way we obtain a parametrization of the first two rows of the projection matrix \( \mathbf{P} \) with two unknowns \( \gamma_1 \) and \( \gamma_2 \).

To find the solutions for \( \gamma_1 \) and \( \gamma_2 \) we use constraints that the first two rows of the \( 3 \times 3 \) submatrix of the projection matrix \( \mathbf{P} \) are mutually perpendicular and have the same norm, i.e. the constraints
\[
p_{11} p_{21} + p_{12} p_{22} + p_{13} p_{23} = 0,
\tag{10}
\]
\[
p_{11}^2 + p_{12}^2 + p_{13}^2 - p_{21}^2 - p_{22}^2 - p_{23}^2 = 0.
\tag{11}
\]

These constraints follow from the fact that the \( 3 \times 3 \) submatrix of the projection matrix \( \mathbf{P} \) has the form \( \mathbf{R} \mathbf{R}^T \), where \( \mathbf{R} \) is a rotation matrix. In this way we obtain two quadratic equations in two unknowns \( \gamma_1 \) and \( \gamma_2 \). These two equations can be written as quadratic equations in only one unknown \( \gamma_1 \) and with polynomial coefficients in \( \gamma_2 \). Then, the Sylvester resultant matrix [7] of these two polynomials can be used to efficiently solve them. The determinant of this \( 4 \times 4 \) Sylvester matrix [7] results in a fourth degree polynomial in \( \gamma_2 \) which can be solved in a closed form. In this
way we obtain up to four real solutions to the first two rows of the projection matrix \( P \).

Next we use the constraints that the third row of the \( 3 \times 3 \) submatrix of the projection matrix \( P \) is perpendicular to the first two rows of this submatrix, i.e. the constraints

\[
\begin{align*}
p_{31}p_{11} + p_{32}p_{12} + p_{33}p_{13} &= 0, \quad (12) \\
p_{31}p_{21} + p_{32}p_{22} + p_{33}p_{23} &= 0. \quad (13)
\end{align*}
\]

Using these two linear homogeneous equations we can parametrize \( p_{31}, p_{32} \) and \( p_{33} \) with only one unknown. Let’s denote it by \( \delta \).

To find the solutions to the unknown radial distortion parameters and to the third row of the projection matrix \( P \), i.e. solutions to \( \delta \) and \( p_{14} \), we use one of the two unused equations from the projection equation (6). To guarantee numerical stability, we use the equation corresponding to the first row of (6) when \(|u_i| < \epsilon\), for some small \( \epsilon \), and the equation corresponding to the second row when \(|v_i| < \epsilon\). In all the remaining situations, which are the most common, we select arbitrarily from these two equations, e.g., the equation corresponding to the second row. Then we get

\[
(1 + k_1r_i^2 + k_2r_i^4 + k_3r_i^6)(p_{11}X_i + p_{12}Y_i + p_{13}Z_i + p_{14}) - \hat{u}_i(p_{31}X_i + p_{32}Y_i + p_{33}Z_i + p_{34}) = 0. \quad (14)
\]

Since \( p_{11}, p_{12}, p_{13} \) and \( p_{14} \) are already known and \( p_{31}, p_{32}, p_{33} \) are parameterized with \( \delta \), equation (14) is a (non-homogeneous) linear equation in five unknowns \( \delta, p_{14}, k_1, k_2, k_3 \). We again have five linear equations of the form (14) from which we can easily obtain solutions to these five unknowns.

In many applications, it is better to use only one or two parameter division model not to overfit data. In such a case we obtain an overconstrained system of five linear equations in three or four unknowns, which we can solve using the SVD decomposition.

Finally, we use the constraint that the squared norm of the first row of the left \( 3 \times 3 \) submatrix of the projection matrix \( P \) multiplied by \( w^2 \) is equal to the squared norm of the third row of this submatrix

\[
w^2p_{11}^2 + w^2p_{12}^2 + w^2p_{13}^2 - p_{31}^2 - p_{32}^2 - p_{33}^2 = 0, \quad (15)
\]

from which we extract solutions to the unknown focal length \( f = \frac{1}{w} \).

4. Experiments

We have tested our new P5Pfr solver on synthetic data (with various radial distortions, focal lengths, outliers and levels of noise) and on real datasets, evaluated its speed, stability and precision and compared it with the state-of-the-art four point P4Pfr solvers to the absolute pose problem for camera with unknown focal length and radial distortion [12, 5], the P3P algorithm for calibrated camera presented in [8] and the P4Pf algorithm for camera with unknown focal length [4].

![Figure 2. Log10 of the relative error of the focal length \( f \) and log10 of the relative error of the radial distortion parameter \( k_1 \) obtained by selecting the real root closest to the ground truth value for non-planar scenes (Top) and planar scenes (Bottom).](image)

4.1. Synthetic data

First we studied the new solver on synthetically generated ground-truth 3D scenes. These scenes were generated randomly using 3D points randomly distributed in a cube or on a plane depending on the testing configuration. Each 3D point was projected by a camera with random or fixed focal length. The camera orientation and position were selected randomly but looking on the scene. Then the radial distortion using one or two-parameter division model was added to all image points to generate noiseless distorted points. Finally, Gaussian noise with standard deviation \( \sigma \) was added to the distorted image points assuming a \( 1000 \times 1000 \) pixel image.

4.1.1 Numerical stability

In the first experiment we have studied the behavior of the new solver on noise free data to check its numerical stability and compared the results with the numerical stability of the state-of-the-art P4Pfr solvers [12, 5].

In this experiment we have generated 10000 scenes with 3D points randomly distributed in a cube or on a plane and cameras with random feasible position and orientation. To be able to compare our new solver with the state-of-the-art solvers [12, 5] we have used the one-parameter division model for radial distortion in our solver (\( k_2 = 0 \) and \( k_3 = 0 \) in (5)). The radial distortion parameter \( k_1 \) was randomly drawn from the interval \( k_1 \in [-0.45, 0] \) and the focal length from the interval \( f \in [0.5, 2.5] \) in this experiment.

Figure 2 shows the results of our new P5Pfr solver on non-planar (Top) and on planar scenes (Bottom). In both cases we compare our new solver (Red) with the general solver from [12] (Blue) and the non-planar and planar solvers from [5] (Green).
Left plots in Figure 2 show the \( \log_{10} \) of the relative error of the focal length \( f \) obtained by selecting the real root closest to the ground truth value. Right plots in Figure 2 show the \( \log_{10} \) of the relative error of the radial distortion parameter \( k_1 \).

The new P5Pfr solver is slightly numerically more stable than the state-of-the-art P4Pfr solvers \([12, 5]\) for both planar and non-planar scenes. The important fact is that the new solver gives fewer large errors than \([12, 5]\). Our new solver did not return error greater than \( 10^{-5} \) in this noise free experiment. The general P4Pfr solver \([12]\) “failed”, i.e. returned error greater than \( 10^{-5} \), in about 3.5% for non-planar scenes and in about 1.3% for planar scenes. The non-planar P4Pfr solver \([5]\) “failed” in about 1.6% and the planar P4Pfr solver in about 0.13%.

The similar numerical stability of our new solver is obtained also for the two and three parameter division model.

4.1.2 Noise test

In the next experiment we have studied the accuracy of our new solver in the presence of noise added to image points. Figure 3 shows the results for non-planar 3D scene and different levels of noise added to image projections. In this case the ground truth focal length was \( f_{gt} = 1.5 \) and the radial distortion \( k_{1,gt} = -0.2 \). Results for planar scenes were similar and are not shown here. Since both P4Pfr solvers \([12, 5]\) return very similar results, we compared in this experiment our new solver only with the more efficient non-planar solver from \([5]\).

For each noise level, from 0 to 2 pixels, 5000 estimates for random non-planar scenes and random feasible camera positions were made. Results in Figure 3 are represented by the Matlab boxplot function which shows values 25% to 75% quantile as a box with horizontal line at median. The crosses show data beyond 1.5 times the interquartile range.

In this case the rotation error (Top left) was measured as the rotation angle in the angle-axis representation of the relative rotation \( R_{gt}^{-1} \) and the translation error (Top right) as the angle between the ground-truth and the estimated translation vector. Plots in Figure 3 (Bottom) show directly the estimates of the focal length (Left) and the radial distortion parameter \( k_1 \) (Right).

It can be seen that the new solver gives more accurate estimates than the state-of-the-art solver \([5]\) for all rotation, translation, focal length and radial distortion. The new solver is performing very well even at two pixel noise level.

4.1.3 Different radial distortions

In this experiment we have tested the behavior of the new P5Pfr solver for increasing radial distortion. Figure 4 shows the results for general non-planar 3D scene, camera with focal length \( f_{gt} = 1.5 \), image noise 1px and increasing radial distortion parameter \( k_1 \). We compare our new solver (Red) with the non-planar P4Pfr solver \([5]\) (Green).

For each radial distortion, from \( k_{1,gt} = 0 \) (no radial distortion) to \( k_{1,gt} = -0.5 \) (large radial distortion), 5000 estimates for random non-planar scenes and random feasible camera positions were made. Results in Figure 4 are represented by the Matlab boxplot function and shows the rotation error (Top left), translation error (Top right), focal length estimates (Bottom left) and radial distortion estimates (Bottom right).

We can see that the accuracy of the new solver does not depend on the radial distortion. The new solver gives accurate and stable results for all radial distortions including
4.2. Computational effort

The most significant improvement of our new solver over the state-of-the-art solvers [12, 5] is in the speedup. The C++ implementation of the new P5Pfr solver runs about 2μs and is thus about 130× faster than the C++ implementation of the non-planar P4Pfr solver [5] which runs about 260μs. The speed-up over the general P4Pfr solver [12] is even much bigger.

The new solver requires to compute a null space of a 5×8 matrix, to find solutions to a fourth degree polynomial and to compute inverse of a 3×3, 4×4 or 5×5 matrix, depending on how many radial distortion parameters (one, two, or three) are considered.


The mean number of feasible real solutions returned by the new solver for non-planar scenes is 1.7. For planar scenes our new solver returns one solution with multiplicity two. The mean number of real solutions returned by the non-planar P4Pfr solver [5] is 3.7 and by the planar P4Pfr solver [5] 4.6.

Our new solver uses one more point than the previous minimal four point solutions to the absolute pose problem with radial distortion [12, 5]. Therefore, theoretically, the new solver requires more samples in RANSAC-based algorithms [8] for reaching the same probability of finding an uncontaminated sample. However, the new solver is about 130× faster than the last four point radial distortion absolute pose solver [5] and it returns also less solutions than [5], which need to be evaluated. Therefore, the running time of a RANSAC-based algorithm [8] for the new P5Pfr solver is significantly smaller than the running time of a RANSAC-based algorithm for the P4Pfr solver [5] for all reasonable outlier contaminations and scenes.

In fact, even for a very simple implementation of the “vanilla” RANSAC algorithm [8] with 1000 RANSAC cycles and 2000 correspondences between 2D and 3D space, it takes only 50ms to estimate the camera pose, radial distortion and focal length using the new P5Pfr solver. The major fraction of this time is used for pose verification. Therefore, the new algorithm can be very efficiently used in real-time applications.

The same RANSAC algorithm [8] with our fast C++ implementation of the P4Pfr solver [5] runs around 300ms on the same data. Major fraction of this time is used for pose calculation.

Figure 5. Camera registered using the P3P algorithm [8] and focal length extracted from EXIF (Left) and camera estimated using the new P5Pfr solver (Right). The black point cloud was calculated using gray cameras only. The red point cloud was created by triangulating 2D matches between red and gray cameras. Notice a strong misalignment in the P3P result (Left) caused by a small radial distortion present in the red camera.

The comparison of the total times of model computation and 2000 tentative matches verification in RANSAC [8] loop and different outlier contaminations is shown in Table 1. The total times of solvers computation together with the verification, 0.3ms/sample for the P4Pfr solver [5] and 0.05ms/sample for the new P5Pfr solver, were obtained by measuring the mean time of 1000 samples in real experiments.

From Table 1 it can be seen that the new P5Pfr solver does 460515 samples while the P4Pfr solver [5] does 46049 at 90% outlier contamination. However, 0.921s of the new P5Pfr solver spent in the model computation is 13× less than 11.973s of the P4Pfr [5]. The total time, including the verification of 2000 tentative matches, of the new P5Pfr solver is shorter than the P4Pfr solver: 5× at 10%, 3× at 50%, and 1.2× at 80% outlier contamination.

4.3. Real data experiment

To evaluate our new solver on a real data, we created a simple structure from motion pipeline. The pipeline detects image features and match them like in [22]. We manually picked an image pair (initial seed) with a visually low radial distortion and calculated the relative pose of its cameras using [6]. We used a fixed number of iterations and a simple RANSAC [8] algorithm. To calibrate the camera pair, we used the focal lengths extracted from image EXIFs. Then, we triangulated image feature correspondences which were accepted as inliers in the relative pose RANSAC. This way we obtained a 3D point cloud. Using the correspondences between images we created a set of 2D-3D correspondences for images which were not registered yet. Next, we used our
new P5Pfr absolute pose solver to register these images one by one. To achieve that, we were executing our new solver 1000 times inside the RANSAC [8] loop and this way we obtained the pose, focal length and distortion coefficients of each camera. Next we undistorted its distortions and triangulated new 3D points using 2D matches between already registered images. Then we created a new set of 2D-3D correspondences to register remaining images. This way we incrementally registered all images. The result of reconstruction is shown in Figure 1.

In fact, disregarding some implementation details, this is a traditional incremental structure from motion pipeline. Typically the calibrated P3P algorithm [8] with focal length extracted from EXIF or the DLT algorithm [11] is used in such a pipeline. However, this can produce very inaccurate results even if camera lens distortion is almost invisible. This happens not only for wide field of view cameras but also for widely used standard consumer cameras or smart phones and even at 27 mm focal length. Figure 5 (Left) shows such a failure for Nikon D90 camera with 18-105 mm lens. The left plot shows the result, using the above pipeline with the standard P3P algorithm, which assumes no radial distortion. The right plot of Figure 5 shows the result for the new P5Pfr algorithm where it is visible that the seed and newly triangulated points clouds smoothly overlap. In both cases, initial seed camera pair (the middle and the right camera) were captured at 35 mm focal length with respect to 35 mm film size. The distorted image (left camera) was captured using the same Nikon camera at 27 mm.

To avoid registration failures, typically, bundle adjustment [11] initialized with an absolute pose estimated in RANSAC is used. Radial distortion and focal length are optimized inside the bundle adjustment as well. However, calculating radial distortion and focal length inside RANSAC allows finding much more accurate initialization and also finding more inlier correspondences which are crucial for successful optimization too. The speed at which RANSAC gains inliers is shown in Figure 6. This results were obtained on the real data from the previous experiment, i.e. the statue from Figure 1. There was approximately 20% of outliers since every 2d-3d point correspondence was at least three-view consistent. From Figure 6 it can be seen that the speed is very slow for solvers which does not calculate radial distortion. Also such solvers did not gain even half of inliers.

Looser thresholds can be used to gain more correspondences faster but then we need a better tentative correspondences, otherwise we easily include outliers into the inlier set. On the other hand, calculating a stronger model inside the RANSAC allows using tighter thresholds for outlier classification and hence reducing possible contamination.

For reconstructing scene in Figure 1 we did neither use bundle adjustment nor any other local optimization method.

In our last experiment we tested the new P5Pfr camera pose solver on images with significant radial distortion. First, we created an initial reconstruction using a camera with a small radial distortion. The camera captured images in a single loop around an testing object. We used the same reconstruction method as in the previous real experiment.

<table>
<thead>
<tr>
<th>Outliers</th>
<th>10%</th>
<th>30%</th>
<th>50%</th>
<th>70%</th>
<th>80%</th>
<th>90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>P4Pfr #samples</td>
<td>5</td>
<td>17</td>
<td>72</td>
<td>566</td>
<td>2876</td>
<td>46049</td>
</tr>
<tr>
<td>P5Pfr #samples</td>
<td>6</td>
<td>26</td>
<td>146</td>
<td>1893</td>
<td>14389</td>
<td>1893</td>
</tr>
<tr>
<td>P4Pfr solver time [s]</td>
<td>0.00130</td>
<td>0.000442</td>
<td>0.0187</td>
<td>0.1472</td>
<td>0.7478</td>
<td>11.973</td>
</tr>
<tr>
<td>P5Pfr solver time [s]</td>
<td>0.00081</td>
<td>0.000050</td>
<td>0.0003</td>
<td>0.0038</td>
<td>0.0288</td>
<td>0.921</td>
</tr>
<tr>
<td>P4Pfr total time [s]</td>
<td>0.00150</td>
<td>0.00510</td>
<td>0.0216</td>
<td>0.1698</td>
<td>0.8628</td>
<td>13.814</td>
</tr>
<tr>
<td>P5Pfr total time [s]</td>
<td>0.00030</td>
<td>0.00130</td>
<td>0.0073</td>
<td>0.0947</td>
<td>0.7195</td>
<td>23.026</td>
</tr>
<tr>
<td>P5Pfr total time / P4Pfr total time</td>
<td>0.200</td>
<td>0.255</td>
<td>0.338</td>
<td>0.557</td>
<td>0.834</td>
<td>1.667</td>
</tr>
</tbody>
</table>

Table 1. The comparison of the total times of model computation and 2000 tentative matches verification in RANSAC [8] loop and different outlier contaminations for the P4Pfr solver [5] and the new P5Pfr solver.
We optimized the computed camera poses using bundle adjustment. Next, we captured another set of images around the object using a camera with significant radial distortion - GoPro camera with 170 degree fish eye lens. We registered these images to the scene using the new P5Pfr solver and we triangulated new 3D points. We did not further optimized the estimated camera poses and calibrations. The results are displayed in Figure 7.

5. Conclusion

In this paper we have proposed a new efficient solution to the absolute pose problem for camera with unknown radial distortion and unknown focal length from five 2D-to-3D point correspondences. Thanks to having five correspondences, we have obtained a simpler and significantly faster solver that gives less solutions to test and can handle larger radial distortions than the state-of-the-art solvers presented in [5, 12]. The new solver is about 130\times faster than the fastest absolute pose solver for camera with radial distortion [5]. By evaluating our new solver on synthetic and real data we have shown that it is numerically more stable and more accurate than the state-of-the-art solvers [12, 5].

The new solver is straightforward and uses only simple concepts from linear algebra. Therefore, it is simpler to implement than the Gröbner basis solvers [12, 5]. The running time of the new solver is 2\mu s. This solver is very useful in real applications where consideration of radial distortion may bring a significant improvement over the absolute pose problems without distortion [8, 4] as we have shown in real experiments.
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