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Abstract—Long-term tracking is the process of locating an object in a video sequence, where the object moves in and out of the camera view. This paper investigates long-term tracking of unknown objects in a video stream. The object is defined by its location and extent in a single frame. In every frame that follows, the task is to determine the object’s location and extent or indicate that the object is not present. First, we propose a novel tracking framework (TLD) that decomposes the long-term tracking task into three sub-tasks: tracking, learning and detection. Each sub-task is addressed by a single component and the components operate simultaneously. The tracker follows the object from frame to frame. The detector localizes all appearances that have been observed so far and corrects the tracker if necessary. The learning estimates detector’s errors and updates it to avoid these errors in the future. Second, we study how to identify detector’s errors and learn from them. We develop a novel learning method (P-N learning) which estimates the errors by a pair of “experts”: (i) P-expert estimates missed detections, and (ii) N-expert estimates false alarms. The learning process is modeled as a discrete dynamical system and the conditions under which the learning guarantees improvement of the detector are found using stability criteria developed in control theory. Third, we build a real-time long-term tracking system based on the TLD framework and the P-N learning. We carry out an extensive quantitative evaluation which shows a significant improvement over state-of-the-art approaches. Moreover, we apply TLD to tracking of human faces and demonstrate how to incorporate an offline trained detector to improve the long-term tracking.

Index Terms—Long-term tracking, learning from video, bootstrapping, real-time, semi-supervised learning

1 INTRODUCTION

This paper addresses the problem of locating a moving object in a video sequence. This problem is at the core of surveillance, augmented reality or robotic applications and has been studied for several decades now [1]. To make the problem tractable, a common approach is to make assumptions about the object, its motion or motion of the camera. In contrast, this paper studies the task with a minimal set of assumptions.

Consider a video stream taken by a hand-held camera depicting various objects moving in and out of the camera’s field of view. Given a bounding box defining the object of interest in a single frame, our goal is to automatically determine the object’s bounding box or indicate that the object is not visible in every frame that follows. The video stream is to be processed at frame-rate and the process should run indefinitely long. We refer to this task as long-term tracking.

To enable the long-term tracking, there are a number of problems which need to be addressed. The key problem is the detection of the object when it reappears in the camera’s field of view. This problem is aggravated by the fact that the object may change its appearance thus making the appearance from the initial frame irrelevant. Next, a successful long-term tracker should handle scale changes, illumination changes, background clutter and partial occlusions. Moreover, it should operate in real-time.

The long-term tracking can be approached either from object tracking or from object detection perspectives. Tracking-based algorithms estimate the object motion between consecutive frames. Trackers require only initialization, are fast and produce smooth trajectories. On the other hand, they accumulate error during run-time (drift) and typically fail if the object disappears from the camera view. Research in tracking aims at developing increasingly robust trackers that track “longer”, however, the post-failure behavior is not directly addressed. Detection-based algorithms estimate the object location in every frame independently. Therefore, detectors do not drift and do not fail if the object disappears from the camera view. On the other hand, detectors require an offline training stage to build an object model and therefore cannot be applied to objects that are not known a priori.

The tracking failures and the need for an offline training stage of detectors makes both of these approaches unacceptable for our long-term tracking problem. Clearly, a new type of algorithm is needed that requires only initialization as a tracker, and has the robustness of a detector, such an algorithm shall be called a tractor.

Idea. The starting point of our research is the acceptance of the fact that neither tracking nor detection can solve the long-term tracking task independently. However, if they operate simultaneously, there is potential to benefit one from another. A tracker can provide training data for a detector and thus eliminate the need for the offline training stage. A detector can re-initialize a tracker and thus eliminate the tracking failures.

The first contribution of this paper is the design of a novel framework (TLD) that decomposes the long-term tracking task into three sub-tasks: tracking, learning and detection. Each sub-task is addressed by a single component and the components operate simultaneously. The tracker follows the object from frame to frame. The detector localizes all appearances that have been observed so far and corrects the tracker if necessary. The learning estimates detector’s errors and updates
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it to avoid these errors in the future.

While a wide range of trackers and detectors exist, we are not aware of any learning method that would be suitable for the TLD framework. Such a learning method should deal with arbitrarily complex video streams where the tracking failures are frequent. One of our main objectives is that the learning method should never degrade the classifier. If the video stream does not contain relevant information, the detector performance should remain the same. Moreover, the learning should be efficient to be suitable for real-time applications.

To tackle all these challenges, we rely on the various information sources contained in the video. Consider, for instance, a single patch denoting the object location in a single frame. This patch defines not only the appearance of the object, but also determines the surrounding patches, which define the appearance of the background. When tracking the patch, one can discover different appearances of the same object as well as more appearances of the background. This is in contrast to standard machine learning approaches, where a single example is considered independent from other examples [2]. This opens interesting questions how to effectively exploit the information in the video during learning.

The second contribution of the paper is the new learning paradigm called \textit{P-N learning}. The detector is evaluated in every frame of the video stream with the aim of finding misclassified examples. These misclassified examples are estimated by two types of complementary "experts": (i) \textit{P-expert} – an expert providing positive examples, is able to recognize when the object detector missed the object, and (ii) \textit{N-expert} – an expert providing negative examples, is able to recognize when a detector made false alarm. The estimated errors augment a training set of the detector, and the detector is retrained to avoid these errors in the future. As any other process, also the P-N experts are making errors themselves. However, if the probability of expert’s error is within certain limits (which will be analytically quantified), the errors are mutually compensated which leads to stable learning.

The third contribution is the implementation. We show how to build a real-time long-term tracking system based on the TLD framework and the P-N learning. The system tracks, learns and detects an object in a video stream in real-time. Moreover, we show how to adapt the TLD framework for face tracking and further improve its performance using an offline trained face detector.

The fourth contribution is the extensive evaluation of the state-of-the-art methods on benchmark data sets, where our method achieved saturated performance. Therefore, we have collected and annotated new, more challenging data sets, where a significant improvement over state-of-the-art was achieved.

The rest of the paper is organized as follows. Section 2 reviews the work related to the long-term tracking. Section 3 introduces the TLD framework and section 4 proposes the P-N learning. Section 5 comments on the implementation of TLD. Section 6 then performs a number of comparative experiments. Section 7 summarizes the contribution of the paper and discusses possible avenues of future research.
only the appearance of the object and as such often fail in cluttered background. In order to alleviate this problem, recent trackers also model the environment where the object moves. Two approaches to environment modeling are often used. First, the environment is searched for supporting object the motion of which is correlated with the object of interest [25], [26]. These supporting object then help in tracking when the object of interest disappears from the camera view or undergoes a difficult transformation. Second, the environment is considered as a negative class against which the tracker should discriminate. A common approach of discriminative trackers is to build a binary classifier that represents the decision boundary between the object and its background. Static discriminative trackers [27] train an object classifier before tracking which limits their applications to known objects. Adaptive discriminative trackers [28], [29], [30], [31] build a classifier during tracking\(^1\). The essential phase of adaptive discriminative trackers is the update: the close neighborhood of the current location is used to sample positive training examples, distant surrounding of the current location is used to sample negative examples, and these are used to update the classifier in every frame. It has been demonstrated that this updating strategy handles significant appearance changes, short-term occlusions, and cluttered background. However, these methods also suffer from drift and fail if the object leaves the scene for longer than expected. To address these problems the update of the tracking classifier has been constrained by an auxiliary classifier trained in the first frame [32] or by training a pair of independent classifiers [33], [34]. Improvements in the re-detection capability have been reported.

### 2.2 Object detection

Object detection is the task of localization of objects in an input image. The objects are described by a model. The model is either manually designed or learned from training examples. The manually designed models are typically used for detection of image features such as points [35], [4], or regions [36], [37]. Learning-based methods can also be used for detection of image features [38], [39] but are mainly applied to detection of more complex objects. The detection of objects is either based on the local image features [36] or a sliding window [40]. The feature-based approaches typically follow the pipeline of: (i) feature detection, (ii) feature recognition, and (iii) model fitting. Planarity [36], [41] or a full 3D model [42] is typically exploited. These algorithms reached a level of maturity and operate in real-time even on low power devices [43] and in addition enable detection of a large number of objects [44], [45]. The main strength as well as the limitation is the detection of image features and the requirement to know the geometry of the object in advance. Objects, which we wish to detect do not necessary have reliable features points and their geometry is unknown. The sliding window-based approaches, scan the input image by a window of various sizes and for each window decide whether the underlying patch contains the object of interest or not. This technique is often used for detection of object classes such as faces [40], cars [46] or pedestrians [47]. In contrast to feature-based approaches, sliding windows do not assume, that the object is well structured and textured and enable detection of relatively small objects. For a QVGA image, there are roughly 50,000 patches that are evaluated in every image. To achieve a real-time performance, sliding window-based detectors adopted the so-called cascaded architecture [40]. Exploiting the fact that background is far more frequent than the object, a classifier is separated into a number of stages, each of which enables easy rejection of background patches thus reducing the number of stages that have to be evaluated on average. Training of such detectors typically requires a large number of training examples and intensive computation in the training stage to accurately represent the decision boundary between the object and background. An alternative approach is to model the object as a collection of templates. In that case the learning involves just adding one more template, which can be done in real-time [48]. As a number of object detectors a satisfactory performance for many applications, these are often used in tracking to initialize, validate or perform the tracking itself. In [49], the detector is used to validate the trajectory output by a tracker and if the trajectory is not validated, an exhaustive image search is performed to find the target. Other approaches integrate the offline trained detector within a particle filtering [50] framework. Such techniques have been applied to tracking of faces in low frame-rate video [51], multiple hockey players [52], or pedestrians [53], [54].

### 2.3 Machine learning

Object detectors are traditionally trained in a supervised learning framework, which are not directly applicable to the long-term tracking task. Instead, our task is to train a detector from a single frame and a video stream. This problem can be formulated as a semi-supervised learning [55], [56] that exploits both labeled and unlabeled data. These methods typically assume independent and identically distributed data with certain properties, such as that the unlabeled examples form “natural” clusters in the feature space. A number of algorithms relying on similar assumptions have been proposed in the past including Expectation-Maximization, Self-learning and Co-training discussed here.

**Expectation-Maximization (EM)** is a generic method for finding estimates of model parameters given unlabeled data. EM is an iterative process, which in case of binary classification alternates over estimation of soft-labels of unlabeled data and training a classifier from the soft-labeled data. EM was successfully applied to document classification [57] and learning of object categories [58]. In the semi-supervised learning terminology, EM algorithm relies on the “low density separation” assumption [55], which means that the classes are well separated in the feature space. EM is sometimes interpreted as a “soft” version of self-learning [56].

**Self-learning** starts by training an initial classifier from a labeled training set, the classifier is then evaluated on the unlabeled data. The examples with the most confident classifier
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responses are added to the training set and the classifier is retrained. This is an iterative process. The self-learning has been applied to human eye detection in [59]. However, it was observed that the detector improved more if the unlabeled data was selected by an independent measure rather than the classifier confidence. It was suggested that the low density separation assumption is not satisfied for object detection and other approaches may work better.

Co-training [2] is a learning method build on the idea that independent classifiers can mutually train one another. To create such independent classifiers, co-training assumes that two independent feature-spaces are available. The learning is initialized by training of two separate classifiers using the labeled examples. Both classifiers are then evaluated on unlabeled data. The confidently labeled samples from the first classifier are used to augment the training set of the second classifier and vice versa in an iterative process. Co-training works best for problems with independent modalities, e.g. text classification [2] (text and hyper-links) or biometric recognition systems [60] (appearance and voice). In visual object detection, co-training has been applied to car detection in surveillance [61] or moving object recognition [62]. We argue that co-training is suboptimal for object detections, since the examples (image patches) are sampled from a single modality. Features extracted from a single modality may be dependent and therefore violate the assumptions of co-training.

3 TRACKING-LEARNING-DETECTION

TLD is a framework designed for long-term tracking of an unknown object in a video stream. Its block diagram is shown in figure 2. The components of the framework are characterized as follows:

- **Tracker** estimates the object’s motion between consecutive frames under the assumption that the frame-to-frame motion is limited and the object is visible. The tracker is likely to fail and never recover if the object moves out of the camera view.

- **Detector** treats every frame as independent and performs full scanning of the image to localize all appearances that have been observed and learned in the past. As any other detector, the detector makes two types of errors: false positives and false negative.

- **Learning** observes performance of both, tracker and detector, estimates detector’s errors and generates training examples to avoid these errors in the future. The learning component does not assume that neither the tracker nor the detector is correct. By the virtue of the learning, the detector generalizes to more object appearances and discriminates against background.

The simultaneous running of the tracker, the learning component and the detector is beneficial for all components. The tracker can be re-initialized by the detector. The learning component has a rich source of information provided by the tracker and the detector. The detector can be improved during run-time. view. Our goal is to determine the object location or indicate that the

4 P-N LEARNING

This section investigates the learning component of the TLD framework. The goal of the component is to improve the performance of an object detector by online processing of a video stream. In every frame of the stream, we wish to evaluate the current detector, identify its errors and update it to avoid these errors in the future. The key idea of P-N learning is that the detector errors can be identified by two types of “experts”. P-expert identifies only false negatives, N-expert identifies only false positives. Both of the experts make error themselves, however, the separation of the experts enables mutual compensation of their errors.

The section is structured as follows. Subsection 4.1 formulates the P-N learning as a generic semi-supervised learning method. Subsection 4.2 models the P-N learning as a discrete dynamical system and finds conditions under which the learning guarantees improvement of the detector exploiting the stability criteria developed in control theory. Subsection 4.3 performs several experiments with synthetically generated experts. Sub-section 4.4 applies the P-N learning to training object detectors from video and proposes experts that could be used in praxis. Finally, sub-section ?? quantitatively evaluates the proposed method and demonstrates a significant improvement of the performance.

4.1 Formalization of P-N learning

Let \( x \) be an example from a feature-space \( \mathcal{X} \) and \( y \) be a label from a space of labels \( \mathcal{Y} = \{ -1, 1 \} \). A set of examples \( X \) will be called an unlabeled set. A pair \((X, Y)\) will be called a labeled set, where \( Y \) is a set of labels. The input to the P-N learning is a labeled set \((X_i, Y_i)\) and an unlabeled set...
The task of P-N learning is to learn a classifier \( f : \mathcal{X} \rightarrow \mathcal{Y} \) from labeled set \((X_l, Y_l)\) and bootstrap its performance by unlabeled set \(X_u\). Classifier \( f \) is a function from a family \( \mathcal{F} \) parameterized by \( \theta \). The family \( \mathcal{F} \) is subject to implementation and is considered fixed in training, the training therefore corresponds to estimation of the parameter \( \theta \).

The P-N learning consists of four blocks: (i) a classifier to be learned, (ii) training set – a collection of labeled training examples, (iii) supervised training – a method that trains a classifier from training set, and (iv) P-N experts – functions that generate positive and negative training examples during learning. See figure 3 for illustration.

The training process is initialized by inserting the labeled examples \((X_l, Y_l)\) to the training set. The training set is then passed to supervised learning which trains a classifier, i.e. estimates the initial parameters \(\theta^0\). The learning process then proceeds by iterative bootstrapping. In iteration \( k \), the classifier trained in previous iteration classifies the entire unlabeled set, \( y_u^k = f(x_u | \theta^{k-1}) \) for all \( x_u \in X_u \). The classification is analyzed by the P-N experts which identify examples that have been classified incorrectly. These examples are added with changed labels to the training set. The iteration finishes by retraining the classifier, i.e. estimation of \( \theta^k \). The process iterates until convergence or other stopping criterion.

The crucial element of P-N learning is the identification of the classifier errors. The key idea is to treat the identification of false positives independent from identification of false negatives. For this reason, the unlabeled set is split into two parts based on the current classification and each part is analyzed by an independent expert. P-expert analyzes examples classified as negative, identifies false negatives and adds them to training set with positive label. In iteration \( k \), P-expert outputs \( n^+(k) \) positive examples. N-expert analyzes examples classified as positive, identifies false positives and adds them with negative label to the training set. In iteration \( k \), the N-expert outputs \( n^-(k) \) negative examples. The P-expert influences the classifier in positive (growing) sense and increases the classifier generalization. The N-expert influences the classifier in negative (pruning) sense and increases the classifier discriminability. These two forces are working in parallel and independently from each other.

Relation to supervised bootstrap. To put the P-N learning into context, let’s consider that the labels of set \( X_u \) are known. Under this assumption it is straightforward to design P-N experts that recognize misclassified examples and add them to the training set with correct labels. Such a strategy corresponds to supervised bootstrapping as discussed in chapter ??.

A classifier trained using supervised bootstrap focuses on the decision boundary and often outperforms a classifier trained on randomly sampled training set [63] and it has been empirically shown. The same idea of focusing on the decision boundary underpins the P-N learning with the difference that the labels of the set \( X_u \) are unknown. P-N learning can be therefore viewed as a generalization of standard bootstrap to unlabeled case where labels are not given but rather estimated using the P-N experts. As any other process, also the P-N experts make errors, and estimate the labels incorrectly. Such errors then propagate through the training, which will be now theoretically analyzed.

4.2 P-N learning as a dynamical system

The impact of the P-N learning on the classifier quality will be now analyzed analytically. For the purpose of the analysis, let us consider that the ground truth labels of \( X_u \) are known and therefore it is possible to measure the errors made by the classifier. Next, consider a classifier that initially classifies the unlabeled set at random and then corrects its classification according to the output of the P-N experts. The performance of such a classifier is characterized by a number of false positives \( \alpha(k) \) and a number of false negatives \( \beta(k) \), where \( k \) indicates the iteration of training. The goal of the P-N learning is to reduce these errors to zero.

In iteration \( k \), the P-expert outputs \( n_c^+(k) \) positive examples which are correct (positive based on ground truth), and \( n_f^+(k) \) positive examples which are false (negative based on ground truth), which forces the classifier to change \( n^+(k) = n_c^+(k) + n_f^+(k) \) negatively classified examples to positive. Similarly, the N-experts outputs \( n_c^-(k) \) correct negative examples and \( n_f^-(k) \) false negative examples, which forces the classifier to change \( n^-(k) = n_c^-(k) + n_f^-(k) \) examples classified as positive to negative. The false positive and false negative errors of the classifier in the next iteration thus become:

\[
\alpha(k+1) = \alpha(k) - n_c^-(k) + n_f^+(k) \quad (1a)
\]
\[
\beta(k+1) = \beta(k) - n_c^+(k) + n_f^-(k). \quad (1b)
\]

Equation 1a shows that false positives \( \alpha(k) \) decrease if \( n_c^-(k) > n_f^+(k) \), i.e. number of examples that were correctly relabeled to negative is higher than the number of examples that were incorrectly relabeled to positive. Similarly, the false negatives \( \beta(k) \) decrease if \( n_c^+(k) > n_f^-(k) \).

Quality measures. In order to analyze the convergence of the P-N learning, a model needs to be defined that relates the quality of the P-N experts to the absolute number of positive and negative examples output in each iteration. The quality of the P-N experts is characterized by four quality measures:

- **P-precision** – reliability of the positive labels, i.e. the number of correct positive examples divided by the number of all positive examples output by the P-expert, \( P^+ = n_c^+ / (n_c^+ + n_f^+) \).
- **P-recall** – percentage of identifies false negative errors, i.e. the number of correct positive examples divided by the number of false negatives made by the classifier, \( R^+ = n_c^+ / \beta \).
- **N-precision** – reliability of negative labels, i.e. the number of correct negative examples divided by the number positive examples output by the N-expert, \( P^- = n_c^- / (n_c^- + n_f^-) \).
- **N-recall** – percentage of recognized false positive errors, i.e. the number of correct negative examples divided by the number of all false positives made by the classifier, \( R^- = n_c^- / \alpha \).

Given these quality measures, the number of correct and false examples output by P-N experts at iteration \( k \) have the
form:
\[
\begin{align*}
n^+_e(k) &= R^+ \beta(k), \\
n^+_f(k) &= \frac{(1 - P^+)}{P^+} R^+ \beta(k) \\
n^-_e(k) &= R^- \alpha(k), \\
n^-_f(k) &= \frac{(1 - P^-)}{P^-} R^- \alpha(k).
\end{align*}
\]

By combining the equation 1a, 1b, 2a and 2b we obtain the following equations:
\[
\begin{align*}
\alpha(k+1) &= (1 - R^-) \alpha(k) + \frac{(1 - P^+)}{P^+} R^+ \beta(k) \\
\beta(k+1) &= \frac{(1 - P^-)}{P^-} R^- \alpha(k) + (1 - R^+) \beta(k).
\end{align*}
\]

After defining the state vector \( \vec{x}(k) = [\alpha(k), \beta(k)]^T \) and a 2 \times 2 matrix \( M \) as
\[
M = \begin{bmatrix}
1 - R^- & \frac{(1 - P^+)}{P^+} R^+ \\
\frac{(1 - P^-)}{P^-} R^- & 1 - R^+
\end{bmatrix}
\]

it is possible to rewrite the equations as
\[
\vec{x}(k+1) = M \vec{x}(k).
\]

This is a recursive equations that correspond to a discrete dynamical system. The system shows how the error of the classifier (encoded by the system state) propagates from one iteration of P-N learning to another. Our goal is to show, under which conditions the error in the system drops.

Based on the well founded theory of dynamical systems, e.g. [64], the state vector \( \vec{x} \) converges to zero if both eigenvalues \( \lambda_1, \lambda_2 \) of the transition matrix \( M \) is smaller than one. Note that the matrix \( M \) is a function of the expert’s quality measures. Therefore, if the quality measures are known, it is possible to check whether the error during training converges to zero or not. Experts which corresponding matrix \( M \) has both eigenvalues smaller than one will be called error-canceling. Figure 4 illustrates the evolution of error of the classifier when \( \lambda_1 = 0 \) and (i) \( \lambda_2 < 1 \), (ii) \( \lambda_2 = 1 \), (iii) \( \lambda_2 > 1 \).

The pragmatic reason for developing the P-N learning theory was the observation, that it is relatively simple to design a large number of experts that correct specific errors made by the classifier. The combined influence of the experts was, however not understood. P-N learning gives us guidelines how to combine a number of weak experts so that the overall learning is stable. Interestingly, P-N learning does not put constraints on the quality of individual experts. Even experts with low precision might be used as long as the matrix \( M \) has eigenvalues smaller than one, it is therefore possible to use various (even weak) information sources.

### 4.3 Experiments with simulated experts

In this experiment, a classifier is trained on a real sequence using simulated P-N experts. Our goal is to analyze the learning performance as a function of the expert’s quality measures.

**Experiment setup.** The analysis was performed on a sequence CAR (see figure 16). In the first frame of the sequence, we trained a classifier using affine warps of the initial patch and the background from the first frame. Next, we performed a single run over the sequence. In every frame, the classifier was evaluated, the simulated experts identified errors and the classifier was updated. After every update, the classifier was evaluated on the entire sequence to measure its performance using f-measure. The performance was then drawn as a function of the number of processed frames and the quality of the P-N experts.

The P-N experts are characterized by four quality measures, \( P^+, R^+, P^-, R^- \). To reduce this 4D space of parameters, we analyze the learning at equal error rate. The parameters are set to \( P^+ = R^+ = P^- = R^- = 1 - \epsilon \), where \( \epsilon \) represents error of the expert. The transition matrix then becomes \( M = \epsilon I \), where \( I \) is a 2x2 matrix with all elements equal to 1. The eigenvalues of this matrix are \( \lambda_1 = 0, \lambda_2 = 2 \epsilon \). Therefore the P-N learning should be improving the performance if \( \epsilon < 0.5 \).

In this experiment, the error is varied in the range \( \epsilon = 0 : 0.9 \).

The experts were simulated as follows. Suppose in frame \( k \), the classifier generates \( \beta(k) \) false negatives. P-experts relabel \( n^+_e(k) = (1 - \epsilon) \beta(k) \) of them to positive which guarantees \( R^+ = 1 - \epsilon \). In order to satisfy the requirement precision \( P^+ = 1 - \epsilon \), the P-expert relabels additional \( n^+_f(k) = \epsilon \beta(k) \) background samples to positive. Therefore the total number of examples relabeled to positive in iteration \( k \) is \( n^+ = n^+_e(k) + n^+_f(k) = \beta(k) \).

The performance of the detector as a function of number of processed frames is depicted in figure 5. Notice that if \( \epsilon \leq 0.5 \) the performance of the detector increases with more training data. In general, \( \epsilon = 0.5 \) will give unstable results although in this sequence it leads to improvements. Increasing the noise-level further leads to sudden degradation of the classifier. This simulation results are in line with the theory.

The error-less P-N learning (\( \epsilon = 0 \)) is analyzed in more detail. In this case all classifier errors are identified and no miss-labeled examples are added to the training set. Three different classifiers were trained using: (i) P-expert, (ii) N-expert, (iii) P-N expert. The classifier performance was measured using precision, recall and f-measure and the results are shown in Figure 6. Precision (LEFT) is decreased by P-expert since only positive examples are added to the training set, these cause the classifier to be too generative. Recall (MIDDLE) is decreased by N-expert since these add only negative examples and cause the classifier to be too discriminative. F-Measure (RIGHT) shows that using P-N filters together works the best. Notice
that even error-less experts cause classification errors if used individually, which leads to low precision or low recall of the classifier. Both precision and recall are high if the P-N experts are used together since the errors are mutually compensating.

4.4 Application: learning object detector

This section applies the P-N learning to training an object detector using a video stream and a single frame where the object location is marked by an initial bounding box. We assume that the detector is based on a scanning window [40] and a binary classifier which classifies every patch on a scanning grid. The same type of detector is used in our implementation of the whole long-term tracking system.

The training examples correspond to image patches. The labeled examples $X_I$ are extracted from the first frame. Patches that are overlapping with the initial bounding box are positive, patches that are non-overlapping are negative. The unlabeled data $X_u$ are extracted from the following video sequence. One iteration of the P-N learning corresponds to processing of one frame of the sequence.

The learning is initialized in the first frame by supervised training of so-called initial detector. The learning then proceeds sequentially. In every iteration, the P-N learning performs the following steps: (i) evaluation of the detector on the current frame, (ii) identification of the detector errors using the P-N experts, (iii) update of the detector by labeled examples output by the experts. The detector obtained at the end of the learning is called the final detector.

Fig. 7. Illustration of a scanning grid (a) and corresponding spatio-temporal volume of labels with unacceptable (b) and acceptable (a) labeling. Red dots correspond to positive labels.

To introduce the P-N experts, consider figure 7 (a) that shows three frames of a video sequence overlaid with a scanning grid. Every bounding box in the grid defines an image patch, which label is represented as a colored dot in (b,c). The detector considers every patch independent. Therefore, there are $2^N$ possible label combinations in a single frame, where $N$ is the number of bounding boxes in the grid. Figure 7 (b) shows one such labeling. The labeling indicates, that the object appears on several location in a single frame and there is no temporal continuity in the motion. In natural videos is such labeling not acceptable and therefore it can be inferred that the detector made a mistake at least on several location. On the other hand, if the detector outputs classification depicted in (c) the labeling is acceptable since the object appears at one location in a single frame and these location build up a smooth trajectory in time.

As we have just shown, it is fairly easy to identify incorrect behavior of the detector when observing the detector responses in the context of a video volume. We exploited our prior knowledge about motion of an object in a video volume which puts constraints on the labeling of the video volume. In other words, every single patch influences labels of other patches in the video volume. Such a property will be called structure and the data that have this property are structured. This is in contrast to majority of existing learning algorithms in semi-supervised learning, which assume that the unlabeled examples are independent [2].

The key idea of the P-N experts is to exploit the structure in data to identify the detector errors. Our approach to model the structure is based on simple rules such as: (i) overlapping patches have the same label; (ii) patches within a single image can have at most one positive label; (iii) patches that are connected by a trajectory have the same label.

P-expert exploits the temporal structure in the video volume and assumes that the object moves on a trajectory. The P-expert remembers the location of the object in the previous frame and estimates the object location in current frame using a frame-to-frame tracker. If the detector labeled the current location as negative (i.e. made false negative error), the P-expert generates a positive example from the current location and performs update of the detector.

N-expert exploits the spatial structure in the video volume
and assumes that the object can appear at a single location in a single frame only. The N-expert analyzes all responses of the detector in the current frame and the response produced by the tracker and selects the one that is the most confident. Patches that are not overlapping with the maximally confident patch are labeled as negative and update the detector if the detector classified them as positive. The maximally confident patch re-initializes the location of the tracker.

**Compensation.** The figure 8 depicts a sequence of tree images, the object to be learned is a car within the yellow bounding box. The car is tracked from frame to frame by a tracker. The tracker represents the P-expert that outputs positive training examples. Notice that due to occlusion of the object the 3rd example is incorrect. N-expert identifies maximally confident patch (denoted by a red star) and labels all other detections as negative. Notice that the N-expert is discriminating against another car, and in addition corrected the error made by the P-expert in the 3rd frame.

5. **IMPLEMENTATION OF TLD**

This section describes our implementation of the TLD framework, which we call TLD1.0. TLD1.0 is a tractor that represents the object of interest by a bounding box and operates in real-time. The block diagram is shown in figure 9. The system consists of 5 components. In addition to the main components: a tracker, a learning component, a detector, the system includes two additional components: an **object model** and an **integrator**. In the following, we first discuss the essential prerequisites and then focus on explanation of the individual components.

### 5.1 Prerequisites

**Object state.** At any time instance, the object is represented by its state. The state is either a bounding box or a flag indicating that the object is not visible. The bounding box has a fixed aspect ratio (given by the initial bounding box) and is parameterized by its location and scale. Other parameters such as in-plane rotation are not considered. Spatial similarity of two bounding boxes is measured using overlap, which is defined as a ratio between intersection and union of the two bounding boxes.

**Object appearance.** A single instance of the object’s appearance is represented by an image patch \( p \). The patch is sampled from an image within the object bounding box and then is re-sampled to a normalized resolution (typically 15x15 pixels) regardless of the aspect ratio. Similarity between two patches \( p_1, p_2 \) is defined as

\[
S(p_1, p_2) = 0.5(\text{NCC}(p_1, p_2) + 1),
\]

where NCC is a Normalized Correlation Coefficient. The similarity ranges from 0 to 1.

**Object trajectory.** A sequence of object states defines a trajectory of an object in a video volume as well as the corresponding trajectory in the appearance space. Note that the trajectory is fragmented as the object may not be visible.

### 5.2 Object model

Object model \( M \) is a dynamic data structure that represents the object and its surrounding observed so far. It is a collection of positive and negative patches, \( M = \{p_+^1, p_+^2, \ldots, p_+^m, p_-^1, p_-^2, \ldots, p_-^n\} \), where \( p^+ \) and \( p^- \) represent the object and background patches, respectively. Positive patches are ordered according to the time when the patch was added to the collection. \( p_+^1 \) represents the first positive patch added to the collection, \( p_-^m \) is the positive patch added last.

Given an arbitrary patch \( p \) and object model \( M \), we define several similarity measures:

1) Similarity with the positive nearest neighbor,

\[
S^+(p, M) = \max_{p_i^+ \in M} S(p, p_i^+).
\]

2) Similarity with the negative nearest neighbor,

\[
S^-(p, M) = \max_{p_i^- \in M} S(p, p_i^-).
\]

3) Similarity with the positive nearest neighbor considering 50% earliest positive patches, \( S^+_{50\%}(p, M) = \max_{i < r} S(p, p_i^+) \).

4) **Relative similarity**, \( S^r = \frac{S^+}{S^+ + S^-} \). Relative similarity ranges from 0 to 1, higher values mean more confident that the patch depicts the object.
5) **Conservative similarity**, \( S^c = \frac{S^{+}_{50\%}}{S^{+}_{50\%} + S^-} \). Conservative similarity ranges from 0 to 1. High value of \( S^c \) mean more confidence that the patch resembles appearance observed in the first 50% of the positive patches.

**Nearest Neighbor (NN) classifier.** The similarity measures \((S^r, S^c)\) are used throughout the system to indicate how much an arbitrary patch resembles the appearances in the model. The *Relative similarity* is used to define a nearest neighbor classifier. A patch \( p \) is classified as positive if \( S^r(p, M) > \theta \) otherwise the patch is classified as negative. A classification margin of \( \theta \) is defined as \( S^r(p, M) - \theta \). Parameter \( \theta \) enables tuning the nearest neighbor classifier either towards recall or precision.

**Model update.** To integrate a new labeled patch to the object model we use the following strategy: the patch is first classified by NN classifier. If the classification is incorrect, the patch is added to the collection. This strategy leads to a significant reduction of accepted patches at the cost of coarser representation of the decision boundary. Therefore we improve this strategy by adding also patches where the classification margin is smaller than \( \lambda \). With larger \( \lambda \), the model accepts more patches which leads to better representation of the decision boundary. In our experiments we use \( \lambda = 0.1 \) which compromises the accuracy of representation and the speed of growing of the object model. Exact setting of this parameter is not critical.

### 5.3 Object detector

Object detector is an algorithm that efficiently localizes the appearances represented in the object model. The detector scans the input image by a scanning-window and for each patch decides about presence or absence of the object.

**Scanning-window grid.** We generate all possible scales and shifts of an initial bounding box with the following parameters: scales step = 1.2, horizontal step = 10% of width, vertical step = 10% of height, minimal bounding box size = 20 pixels. This setting produces around 50k bounding boxes for a QVGA image (240x320), the exact number depends on the aspect ratio of the initial bounding box. Rotations of the objects are not addressed explicitly but can be easily added to the search.

**Cascaded classifier.** As the number of bounding boxes to be evaluated is large, the classification of every single patch has to be very efficient. A straightforward approach of directly evaluating the NN classifier is problematic as it involves search in a high dimensional space. To speed up the classifier, we structure it into three stages: (i) patch variance, (ii) ensemble classifier, and (iii) nearest neighbor. Figure 10 illustrates the classifier structure. Each stage either rejects the patch in question or passes it to the next stage. This cascaded architecture is common in face detection [40] where it enabled real-time performance.

#### 5.3.1 Patch variance

Patch variance is the first, quick stage of our cascade. This stage rejects all patches, for which gray-value variance is smaller than 50% of variance of the patch that was selected for tracking. The stage exploits the fact that gray-value variance of a patch \( p \) can be expressed as \( \mathbb{E}(p^2) - \mathbb{E}^2(p) \), and that the expected value \( \mathbb{E}(p) \) can be measured in constant time using integral images [40]. This stage typically rejects more than 50% of non-object patches (e.g. sky, street).

**5.3.2 Ensemble classifier**

Ensemble classifier is the second stage of our detector. Figure 11 shows its block diagram. The input to the ensemble is an image patch that was not rejected by the variance filter. The ensemble consists of \( n \) base classifiers. Each base classifier \( i \) performs a number of pixel comparisons on the patch resulting in a binary code \( x \), which indexes to an array of posteriors \( P_i(y|x) \), where \( y \in \{0,1\} \). The posteriors of individual base classifiers are averaged and the ensemble classifies the patch as the object if the average posterior is larger than 50%.

**Pixel comparisons.** Ever base classifier is based on a set of pixel comparisons. Similarly as in [65], [66], [67], the pixel comparisons are generated offline at random and stay fixed in run-time. The pixel comparisons are used to convert an image patch to a binary code as follows. First, the image is convolved with a Gaussian kernel with standard deviation of 3 pixels to increase the robustness to shift and image noise. Next, the predefined set of pixel comparison is stretched to the patch. Each comparison returns 0 or 1 and these measurements are concatenated into a binary code \( x \). Figure 12 illustrates the process.

**Generating pixel comparisons.** The vital element of ensemble classifiers is the independence of the base classifiers [68]. The independence of the classifiers is in our
case enforced by generating different pixel comparisons for each base classifier. First, we discretize the space of pixel locations within a normalized patch and generate all possible horizontal and vertical pixel comparisons. Next, we permute the comparisons and split them into the base classifiers. As a result, every classifier is guaranteed to be based on a different set of features and all the features together uniformly cover the entire patch. This is in contrast to standard approaches [65], [66], [67], where every pixel comparison is generated independent of other pixel comparisons. Figure 13 shows the pixel comparisons used in our implementation.

**Posterior probabilities.** Every base classifier $i$ maintains a distribution of posterior probabilities $P_i(y|x)$. The distribution has $2^d$ entries, where $d$ is the number of pixel comparisons. We use 13 comparison, which gives 8192 possible codes that index to the posterior probability. The probability is estimated as $P_i(y|x) = \frac{#p}{#p +#n}$, where $#p$ and $#n$ correspond to number of positive and negative patches, respectively, that were assigned the same binary code.

**Initialization and update.** In the initialization stage, all base posterior probabilities are set to zero, i.e. vote for negative class. During run-time the ensemble classifier is updated as follows. The labeled example is classified by the ensemble and if the classification is incorrect, the corresponding $#p$ and $#n$ are updated which consequently updates $P_i(y|x)$.

### 5.3.3 Nearest neighbor classifier

After filtering the patches by the variance filter and the ensemble classifier, we are typically left with several of bounding boxes that are not decided yet ($\approx 50$). Therefore, we can use the online model and classify the patch using a NN classifier. A patch is classified as the object if $S^e(p,M) > 0.6$. The positively classified patches represent the responses of the object detector.

### 5.4 Tracker

The tracking component of TLD1.0 is based on Median-Flow tracker [69] extended with failure detection. Median-Flow tracker represents the object by a bounding box and estimates its motion between consecutive frames. Internally, the tracker estimates displacements of a number of points within the object’s bounding box, estimates their reliability, and votes with 50% of the most reliable displacements for the motion of the bounding box using median. We use a grid of $10 \times 10$ points and estimate their motion using pyramidal Lucas-Kanade tracker [70]. Lucas-Kanade uses 2 levels of the pyramid and represents the points by $10 \times 10$ patches.

**Failure detection.** Median-Flow [69] tracker assumes visibility of the object and therefore inevitably fails if the object gets fully occluded or moves out of the camera view. To identify these situations we use the following heuristics. Let $d_i$ denote the displacement of a single point of the Median-Flow tracker and $d_m$ be the median displacement. A residual of a single displacement is then defined as $|d_i - d_m|$. A failure of the tracker is declared if median$|d_i - d_m| > 10$ pixels. This heuristic is able to reliably identify failures caused by fast motion or fast occlusion of the object of interest. In that case, the individual displacement become scattered around the image and the residual rapidly increases. If the failure is detected, the tracker does not return any bounding box.

### 5.5 Integrator

Integrator is a function that combines bounding box of the tracker and the bounding boxes of the detector into a single bounding box output by the system. If neither the tracker nor the detector output a bounding box, the object is declared as not visible. Otherwise the integrator outputs the maximally confident bounding box, measured using Conservative similarity $S^e$. This strategy is illustrated in figure 14.

**Smoothing the trajectory.** Object trajectory obtained by taking maximally confident bounding box has one disadvantage: the trajectory tends to jitter. This is caused by the detector, which has often multiple responses close to the tracker, which might overrule the non-jittering tracker. Therefore we further improved the integrator as follows. If the tracker’s bounding box is defined and the maximally confident detection is in its vicinity (overlap $> 0.8$), the tracker bounding box is averaged with the detections that are in the trackers vicinity. If the maximally confident detection is far from the tracker (overlap $< 0.8$), the tracker is re-initialized.

### 5.6 Learning component

The task of the learning component is to initialize the object detector in the first frame and update the detector in run-time using the P-expert and the N-expert.
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The trajectory becomes reliable as soon as it enters the object model and the core after update with reliable trajectory.

5.6.1 Initialization

In the first frame, the learning component trains the initial detector. The detector is trained using labeled examples that are generated as follows. The positive training examples are synthesized from the initial bounding box. First we select 10 bounding boxes on the scanning grid that are closest to the initial bounding box. For each of the bounding box, we generate 20 warped versions by geometric transformations (shift $\pm 1\%$, scale change $\pm 1\%$, in-plane rotation $\pm 10\degree$) and add them with Gaussian noise ($\sigma = 5$). The result is 200 synthetic positive patches. Negative patches are collected from the surrounding of the initializing bounding box, no synthetic negative examples are generated. If the application requires fast initialization, we sub-sample the generated training examples. The labeled training patches are then used to update the object model as discussed in subsection 5.2 and the ensemble classifier as discussed in subsection 5.3. After the initialization the object detector is ready for run-time and to be updated by a pair of P-N experts.

5.6.2 P-expert

The goal of P-expert is to discover new appearances of the object and thus increase generalization of the object detector. Section 4.4 suggested that the P-expert can exploit the fact that the object moves on a trajectory and add positive examples extracted from such a trajectory. However, in the TLD system, the object trajectory is generated by a combination of a tracker, detector and the integrator. This combined process traces a discontinuous trajectory, which is by no means correct all the time as any of the components can fail. The challenge of the P-expert is to identify reliable parts of the trajectory and use it to generate positive training examples.

To identify the reliable parts of the trajectory, the P-expert relies on an object model $M$. Consider an object model represented as colored points in a feature space. Positive examples are represented by red dots connected by a directed curve suggesting their order; negative examples are black. Using the conservative similarity $S^c$, one can define a subspace in the feature space, where $S^c$ is larger than a threshold. We refer to this subspace as the core of the object model. Figure 15 (a) illustrates the object model in feature space and the core of the model.

P-expert identifies the reliable parts of the trajectory as follows. The trajectory becomes reliable as soon as it enters the core and remain reliable until is re-initialized or the tracker identifies its own failure. Any other trajectory is not considered by the P-expert. Figure 15 (b) illustrates the reliable and non-reliable trajectory in feature space. And figure 15 (c) shows how the core changes after accepting new positive examples from reliable trajectory.

In every frame, the P-expert outputs a decision about the reliability of the current location. If the current location is reliable, the P-expert generates a set of positive examples that update the object model and the ensemble classifier. We select 10 bounding boxes on the scanning grid that are closest to the current bounding box. For each of the bounding box, we generate 10 warped versions by geometric transformations (shift $\pm 1\%$, scale change $\pm 1\%$, in-plane rotation $\pm 5\degree$) and add them with Gaussian noise ($\sigma = 5$). The result is 100 synthetic positive examples for ensemble classifier. For efficiency reasons we consider only 10 patches for update of the object model.

5.6.3 N-expert

N-expert generates negative training examples. Its goal is to discover clutter in the background against which the detector should discriminate. The key assumption of the N-expert is that the object can occupy at most one location in the image. Therefore, if the object location is known, the surrounding of the location is labeled as negative.

The N-expert is applied at the same time as P-expert, i.e. if the trajectory is reliable. In that case, patches that are far from current bounding box (overlap $< 0.2$) are all labeled as negative. For the update of the object detector and the ensemble classifier, we consider only those patches that were not rejected either by the variance filter nor the ensemble classifier.

6 Quantitative evaluation

This section reports on a set of quantitative experiments comparing the TLD1.0 with relevant algorithms. The first two experiments (section 6.1, section 6.2) evaluate our system on benchmark sequences that are commonly used in the literature. In both of these experiments, a saturated performance is achieved. Section 6.3 therefore introduces a new, more challenging dataset. Using this dataset, section 6.4 focuses on evaluation of the learning component of TLD1.0. Finally, section 6.5 comparatively evaluates the whole system.

Every experiment in this section adopts the following evaluation protocol. A tracker is initialized in the first frame of a sequence and tracks the object of interest up to the end. The produced trajectory is then compared to ground truth using a number of measures specified in the particular experiment.

6.1 Comparison 1: CoGD

TLD1.0 was compared with results reported in [34] which reports on performance of 5 trackers (IVT [23], ODF [28], ET [29], MIL [31], and CoGD [34]) on 6 sequences. The sequences include full occlusions and disappearance of the object. CoGD [34] clearly dominated on these sequences as it enabled re-detection of the object. The performance was
accessed using the Number of successfully tracked frames, i.e. the number of frames where overlap with a ground truth bounding box is larger than 50%. Frames where the object was occluded were not counted. For instance, for a sequence of 100 frames where the object is occluded in 20 frames, the maximal possible score is 80 frames.

Table 1 shows the results. TLD1.0 achieved the maximal possible score in the sequences and matched the performance of CoGD [34]. It was reported in [34] that CoGD runs at 2 frames per second, and requires several frames (typically 6) for initialization. In contrast, TLD1.0 requires just a single frame and runs at 20 frames per second.

This experiment demonstrates that neither the generative trackers (IVT [23]), nor the discriminative trackers (ODF [28], ET [29], MIL [31]) are able to handle full occlusions or disappearance of the object. CoGD will be evaluated in detail in section 6.5.

### 6.2 Comparison 2: Prost

TLD1.0 was compared with the results reported in [71] which reports on performance of 5 algorithms (OB [30], ORF [72], FT [21], MIL [31] and Prost [71]) on 10 benchmark sequences. The sequences include partial occlusions and pose changes. The performance was reported using two measures: (i) Recall - number of true positives divided by the length of the sequence (true positive is considered if the overlap with ground truth is > 50%), and (ii) Average localization Error - average distance between center of predicted and ground truth bounding box.

TLD1.0 estimates scale of an object. However, the algorithms compared in this experiment perform tracking in single scale only. In order to make a fair comparison, the scale estimation was not used in this experiment.

### 6.3 TLD dataset

The experiments 6.1 and 6.2 show that TLD1.0 performs well on benchmark sequences. We consider these sequences as saturated and therefore introduce new, more challenging data set. We started from the 6 sequences used in experiment 6.1 and collected 4 additional sequences: Motocross, Volkswagen, Car chase and Panda. The new sequences are long and contain all the challenges typical for long-term tracking. Table 4 lists the properties of the sequences and figure 16 shows snapshots. The sequences were manually annotated with bounding boxes. More than 50% of occlusion or more than 90 degrees of out-of-plane rotation was annotated as "not visible". The TLD dataset is available online².

The performance is evaluated using precision $P$, recall $R$ and f-measure $F = 2PR/(P+R)$. A detection was considered to be correct if its overlap with ground truth bounding box was larger than 50%.

### 6.4 Improvement of object detector

This experiment quantitatively evaluates the learning component of the TLD1.0 system on the TLD dataset. For every sequence, we compare the Initial Detector (trained in the first
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1. Table 2 shows the performance measured by Recall. TLD1.0 scored best in 9/10 outperforming by more than 12% the second best (Prost [71]). Table 2 shows the performance measured by Average localization error. TLD1.0 scored best in 7/10 being 1.6 times more accurate than the second best.
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frame) and the Final Detector (obtained after one pass through the training). Next, we measure the quality of the P-N experts \((P^+, R^+, P^-, R^-)\) in every iteration of the learning and report the average score.

Table 5 shows the achieved results. The scores of the Initial Detector are shown in the 3rd column. Precision is typically high except for sequence 9, which contains a significant background clutter and objects similar to the target (cars). Recall is low for the majority of sequences except for sequence 5 where the recall is 73%. High recall indicates that the appearance of the object does not vary significantly and training the Initial Detector is sufficient. This is however valid only for the sequence 5. The scores of the Final Detector are displayed in the 4th column. Recall of the detector was significantly increased with little drop of precision. In sequence 9, even the precision was increased from 36% to 90%, which shows that the false positives of the Initial Detector were identified by N-experts and corrected. Most significant increase of the performance is for sequences 7-10 which are the most challenging of the whole set. The Initial Detector fails here but for the Final Detector the \(f\)-measure in the range of 25-83%! This demonstrates the improvement of the detector using P-N learning.

The last three columns of Table 5 report the performance of P-N experts. Both experts have precision higher than 60% except for sequence 10 which has P-precision just 31%. Recall of the experts is in the range of 2-78%. The last column shows the corresponding eigenvalues of matrix M. Notice that all eigenvalues are smaller than one. This demonstrates that the proposed experts work across different scenarios. The larger these eigenvalues are, the less the P-N learning improves the performance. For example in sequence 10 one eigenvalue is 0.99 which reflects poor performance of the P-N experts. The target of this sequence is an animal which performs out-of-plane motion. Median-Flow tracker is not very reliable in this scenario, but still P-N learning exploits the information provided by the tracker and improves the detector.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Frames</th>
<th>Initial Detector Precision / Recall / F-measure</th>
<th>Final Detector Precision / Recall / F-measure</th>
<th>P-expert (P^+, R^+)</th>
<th>N-expert (P^-, R^-)</th>
<th>Eigenvalues (\lambda_1, \lambda_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. David</td>
<td>761</td>
<td>1.00 / 0.01 / 0.02</td>
<td>1.00 / 0.32 / 0.49</td>
<td>1.00 / 0.08</td>
<td>0.99 / 0.17</td>
<td>0.92 / 0.83</td>
</tr>
<tr>
<td>2. Jumping</td>
<td>313</td>
<td>1.00 / 0.01 / 0.02</td>
<td>0.99 / 0.88 / 0.93</td>
<td>0.86 / 0.24</td>
<td>0.98 / 0.30</td>
<td>0.70 / 0.77</td>
</tr>
<tr>
<td>3. Pedestrian 1</td>
<td>140</td>
<td>1.00 / 0.06 / 0.12</td>
<td>1.00 / 0.12 / 0.22</td>
<td>0.81 / 0.04</td>
<td>1.00 / 0.04</td>
<td>0.96 / 0.96</td>
</tr>
<tr>
<td>4. Pedestrian 2</td>
<td>338</td>
<td>1.00 / 0.02 / 0.03</td>
<td>1.00 / 0.34 / 0.51</td>
<td>1.00 / 0.25</td>
<td>1.00 / 0.24</td>
<td>0.76 / 0.75</td>
</tr>
<tr>
<td>5. Pedestrian 3</td>
<td>184</td>
<td>1.00 / 0.73 / 0.84</td>
<td>0.97 / 0.93 / 0.95</td>
<td>0.98 / 0.78</td>
<td>0.98 / 0.68</td>
<td>0.32 / 0.22</td>
</tr>
<tr>
<td>6. Car</td>
<td>945</td>
<td>1.00 / 0.04 / 0.08</td>
<td>0.99 / 0.82 / 0.90</td>
<td>1.00 / 0.52</td>
<td>1.00 / 0.46</td>
<td>0.48 / 0.54</td>
</tr>
<tr>
<td>7. Motocross</td>
<td>2665</td>
<td>1.00 / 0.00 / 0.00</td>
<td>0.92 / 0.32 / 0.47</td>
<td>0.96 / 0.19</td>
<td>0.84 / 0.08</td>
<td>0.92 / 0.81</td>
</tr>
<tr>
<td>8. Volkswagen</td>
<td>8576</td>
<td>1.00 / 0.00 / 0.00</td>
<td>0.92 / 0.75 / 0.83</td>
<td>0.70 / 0.23</td>
<td>0.99 / 0.09</td>
<td>0.91 / 0.77</td>
</tr>
<tr>
<td>9. Car Chase</td>
<td>9928</td>
<td>0.36 / 0.00 / 0.00</td>
<td>0.90 / 0.42 / 0.57</td>
<td>0.64 / 0.19</td>
<td>0.95 / 0.22</td>
<td>0.76 / 0.83</td>
</tr>
<tr>
<td>10. Panda</td>
<td>3000</td>
<td>0.79 / 0.01 / 0.01</td>
<td>0.51 / 0.16 / 0.25</td>
<td>0.31 / 0.02</td>
<td>0.96 / 0.19</td>
<td>0.81 / 0.99</td>
</tr>
</tbody>
</table>

6.5 Comparison 3: TLD dataset
This experiment evaluates the proposed system on the TLD dataset and compares it to five trackers: (1) OB [30], (2) SB [32], (3) BS [73], (4) MIL [31], and (5) CoGD [34]. Binaries for trackers (1-3) are available in the Internet.3 Trackers (4,5) were kindly evaluated directly by their authors.

Since this experiment compares various trackers for which the default initialization (defined by ground truth) might not be optimal, we allowed the initialization to be selected by the authors. For instance, when tracking a motorbike racer, some algorithms might perform better when tracking only a part of the racer. When comparing thus obtained trajectories to ground truth, we performed normalization (shift, aspect and scale correction) of the trajectory so that the first bounding box matched the ground truth, all remaining bounding boxes were normalized with the same parameters. The normalized trajectory was then directly compared to ground truth using overlap and true positive was considered if the overlap was larger than 25%. The earlier used threshold 50% was found to be too restrictive in this case.

Sequences Motocross and Volkswagen were evaluated by the MIL tracker [31] only up to the frame 500 as the algorithm required loading all images into memory in advance. Since the algorithm failed during this period, the remaining frames were considered as failed.

Table 6 shows the achieved performance evaluated by Precision/Recall/F-measure. The last row shows a weighted average performance (weighted by number of frames in the sequence). Considering the overall performance accessed by F-measure, TLD1.0 achieved the best performance of 81% significantly outperforming the second best approach that achieved 22%, other approaches range between 13-15%.

7 LONG-TERM TRACKING OF FACES
This section adopts the TLD1.0 system to tracking of human faces. We consider the same block structure of the system as outlined in figure 9 with the only modification in the detector, where the ensemble classifier is replaced by a generic object detector [74]. As a result, when learning the face appearances, the Face-TLD updates only the online model (collection of patches).

**Fig. 16.** Snapshots from the introduced TLD dataset.

**TABLE 6**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. David</td>
<td>761</td>
<td>0.41 / 0.29 / 0.34</td>
<td>0.35 / 0.35 / 0.35</td>
<td>0.32 / 0.24 / 0.28</td>
<td>0.15 / 0.15 / 0.15</td>
<td>1.00 / 1.00 / 1.00</td>
<td></td>
</tr>
<tr>
<td>2. Jumping</td>
<td>313</td>
<td>0.47 / 0.05 / 0.09</td>
<td>0.25 / 0.13 / 0.17</td>
<td>0.17 / 0.14 / 0.15</td>
<td>1.00 / 1.00 / 1.00</td>
<td>1.00 / 0.99 / 1.00</td>
<td></td>
</tr>
<tr>
<td>3. Pedestrian 1</td>
<td>140</td>
<td>0.61 / 0.14 / 0.23</td>
<td>0.48 / 0.33 / 0.39</td>
<td>0.29 / 0.10 / 0.15</td>
<td>0.69 / 0.69 / 0.69</td>
<td>1.00 / 1.00 / 1.00</td>
<td></td>
</tr>
<tr>
<td>4. Pedestrian 2</td>
<td>338</td>
<td>0.77 / 0.12 / 0.21</td>
<td>0.85 / 0.71 / 0.77</td>
<td>1.00 / 0.02 / 0.04</td>
<td>0.10 / 0.12 / 0.11</td>
<td>0.72 / 0.92 / 0.81</td>
<td></td>
</tr>
<tr>
<td>5. Pedestrian 3</td>
<td>184</td>
<td>1.00 / 0.33 / 0.49</td>
<td>0.41 / 0.33 / 0.36</td>
<td>0.92 / 0.46 / 0.62</td>
<td>0.69 / 0.81 / 0.75</td>
<td>0.85 / 1.00 / 0.92</td>
<td></td>
</tr>
<tr>
<td>6. Car</td>
<td>945</td>
<td>0.94 / 0.59 / 0.73</td>
<td>1.00 / 0.67 / 0.80</td>
<td>0.99 / 0.56 / 0.72</td>
<td>0.23 / 0.25 / 0.24</td>
<td>0.95 / 0.96 / 0.96</td>
<td></td>
</tr>
<tr>
<td>7. Motocross</td>
<td>2665</td>
<td>0.33 / 0.00 / 0.01</td>
<td>0.13 / 0.03 / 0.05</td>
<td>0.14 / 0.00 / 0.00</td>
<td>0.05 / 0.02 / 0.03</td>
<td>0.93 / 0.50 / 0.45</td>
<td></td>
</tr>
<tr>
<td>8. Volkswagen</td>
<td>8576</td>
<td>0.39 / 0.02 / 0.04</td>
<td>0.04 / 0.04 / 0.04</td>
<td>0.02 / 0.01 / 0.01</td>
<td>0.42 / 0.04 / 0.07</td>
<td>0.79 / 0.06 / 0.11</td>
<td></td>
</tr>
<tr>
<td>9. Car Chase</td>
<td>9928</td>
<td>0.79 / 0.03 / 0.06</td>
<td>0.80 / 0.04 / 0.09</td>
<td>0.52 / 0.12 / 0.19</td>
<td>0.62 / 0.04 / 0.07</td>
<td>0.95 / 0.04 / 0.08</td>
<td></td>
</tr>
<tr>
<td>10. Panda</td>
<td>3000</td>
<td>0.95 / 0.35 / 0.51</td>
<td>1.00 / 0.17 / 0.29</td>
<td>0.99 / 0.17 / 0.30</td>
<td>0.36 / 0.40 / 0.38</td>
<td>0.12 / 0.12 / 0.12</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>26850</td>
<td>0.62 / 0.09 / 0.13</td>
<td>0.50 / 0.10 / 0.14</td>
<td>0.39 / 0.10 / 0.15</td>
<td>0.44 / 0.11 / 0.13</td>
<td>0.80 / 0.18 / 0.22</td>
<td></td>
</tr>
</tbody>
</table>

Performance evaluation on TLD dataset measured by Precision/Recall/F-measure. Bold numbers indicate the best score. TLD1.0 scored best in 9/10 sequences.

**Fig. 17.** Evaluation of TLD on a sitcom episode “IT crowd”. **TOP-LEFT:** The initial frame. The entire sequence (22 minutes) was then processed automatically.

**7.1 Sitcom episode**

The experiment compares the TLD1.0 with Face-TLD on a sitcom episode ‘It Crowd’ (1st episode, 1 series). Both systems were initialized on a face of one character at his first appearance. The subject appears in 12,222 frames, the entire episode contains 35,471 frames. The TLD1.0 correctly tracked/detected at the beginning of the episode, but failed to detect the character in the second half. The overall recall was of 37% and precision of 70%. The Face-TLD was able to re-detect the target throughout the entire episode leading to recall of 54% and precision of 75%. The introduction of face detector increased the recall by 17%. Both approaches processed the episode at frame-rate on a laptop. Figure 17 shows several frames from the episode and the online model.

**7.2 Surveillance footage**

This section performs a quantitative comparison on sequence Surveillance (see appendix ??). The sequence consists of 500 frames depicting interior of a shop with multiple people captured at 1 frame per second. The sequence cannot be tracked by pure face detector as there are multiple faces which...
occlude one another. Moreover, frame-to-frame tracking are difficult to apply because the frame-to-frame motion is large and the subjects move in and out of the camera view.

The Face-TLD was again compared to standard TLD. The TLD achieved recall of 12% and precision of 57%, the Face-TLD achieved recall of 35% and precision of 79%. The introduction of face detector increased the recall by 23%. Figure 18 illustrates the scenario. This experiment demonstrates, that both TLD1.0 and Face-TLD are applicable to surveillance scenarios for tracking of faces. Furthermore, it shows that using a face detector increases the performance of the TLD system.

CONCLUSIONS

In this paper, we studied the problem of tracking of an unknown object in a video stream, where the object changes appearance frequently moves in and out of the camera view. We identified that the key feature of these systems is the ability to re-detect the object in new appearances and arbitrary locations. Towards this end, we designed a new framework that tackles the long-term tracking problem by decomposing it into three components: tracking, learning and detection. These operate simultaneously and support each other. The learning component, which helps to learn a better detector during tracking, was analyzed in detail.

We have demonstrated that an accurate object classifier can be trained from a single example and an unlabeled video stream using the following (bootstrapping) strategy: (i) evaluate the detector, (ii) estimate its errors by experts, and (iii) retrain the classifier. Each expert is focused on identification of particular type of the classifier error and is allowed to make errors itself. The stability of the learning is achieved by designing experts that mutually compensate their errors. The theoretical contribution is the formalization of this process as a discrete dynamical system, which allowed us to specify conditions, under which the learning process guarantees improvement of the classifier. We demonstrated, that the experts can be easily designed when considering spatio-temporal relationships in the video. A real-time implementation of such a framework was achieved and described in detail. An extensive set of experiments with our implementation was performed. A saturated performance on benchmark sequences was demonstrated and a new, larger, and more challenging data set was proposed. Superiority of our approach with respect to the closest competitors was clearly demonstrated. Furthermore, a set of experiments has been performed on face tracking in movies. Where we demonstrated that the performance of long-term tracking system can be increases when there is information about the object class.
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