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Abstract. A new class of image-level detectors that can be adapted by
machine learning techniques to detect parts of objects from a given cat-
egory is proposed. A classifier (e.g. neural network or adaboost trained
classifier) within the detector selects a relevant subset of extremal re-
gions, i.e. regions that are connected components of a thresholded im-
age. Properties of extremal regions render the detector very robust to
illumination change. Robustness to viewpoint change is achieved by us-
ing invariant descriptors and/or by modeling shape variations by the
classifier.

The approach is brought to bear on three problems: text detection,
face segmentation and leopard skin detection. High detection rates were
obtained for unconstrained (i.e. brightness, affine and font invariant) text
detection (92%) with a reasonable false positive rate.

The time-complexity of the detection is approximately linear in the
number of pixels and a non-optimized implementation runs at about 1
frame per second for a 640 × 480 image on a high-end PC.

1 Introduction

Fig. 1. Text de-
tection based on
category-specific
extremal regions

Methods relying on correspondences of local affine or scale
covariant regions have furthered research in a number
of areas of computer vision including object recognition
[15, 8, 13, 5], wide-baseline stereo [14, 17, 4, 10, 11], track-
ing [3], categorisation [16, 1, 7] and texture recognition
[6]. As a first step, the cited approaches detect a set of
transformation-covariant regions that are stable both un-
der illumination variations and local geometric transfor-
mations (either similarity or affine) induced by a view-
point change. The detectors are generic and they have
been shown to perform well in a wide range of environ-
ments.

In categorisation, the problem we focus on, state-
of-the-art approaches represent categories as probabilis-
tic configurations of classified transformation-covariant
regions [2, 16, 7, 12]. The (soft) classification of the
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transformation-covariant regions into components (parts) is based on rules
learned in a training stage. The region detectors used in categorisation are
generic, e.g. the salient regions of Kadir and Brady in the categorisation systems
of Fergus et al.[2] and Fei-Fei et al.[1] or the affine-invariant interest points of
Mikolajczyk and Schmid[11] and MSER regions [10] in the VideoGoogle system
of Sivic and Zisserman [16].

As a main contribution of the paper, a new class of machine learnable category-
specific detectors of covariant regions is presented. Machine learning techniques
have been applied in the context of categorisation to find a representation of
the configuration [16, 18] and to train classifiers for recognition of regions —
components of the configuration [2, 16]. In this paper, machine learning is newly
introduced to the image processing level i.e. it becomes part of the design of
a category-specific detector. The benefits of learning at the detector level are
demonstrated on two classical categorisation problems: text detection in images
and licence plate recognition.

The proposed category-specific class of detectors is trained to select a rele-
vant subset of extremal regions. A robust category-specific detector of extremal
regions can be implemented as follows. Enumerate all extremal regions, com-
pute efficiently a description of each region and classify the region as relevant
or irrelevant for the given category. In a learning stage, the classifier is trained
on examples of regions – components of objects from a given class. Such de-
tection algorithm is efficient only if features (descriptors) for each region are
computed in constant time. We show there is a sufficiently discriminative class
of ’incrementally computable’ features on extremal regions satisfying this re-
quirement.

The proposed detector is robust to many image transformations. The affine
invariance is achieved in reasonable scale by learning. The partial occlusion ro-
bustness, depicted in Figure 5, is caused by decomposition of the object to small
individually detectable regions. The illumination invariance is demonstrated in
Figure 1. Two images of a scene with different contrast levels are shown. A
class-specific detector of character-like regions (the arrow and the pound sign
are not in the training set) processed the two images. An object belonging to a
’text’ class is defined as a (approximately) linear configuration of more than one
character-like extremal regions. The hand-written text is detected even in the
extremely low contrast image at the bottom of Fig. 1.

2 Category-Specific Extremal Region Detection

Our objective is to select from the set of extremal regions those with shape
belonging to a given category. The model of the category is acquired in a sep-
arate training stage. Let us assume for the moment that the learning stage
produced a classifier that, with some error, is able to assign to each extremal
region one of two labels: ’interesting’, i.e. is a component of our category, or
’non-interesting’ otherwise. The detection of category-specific extremal regions
can be then arranged as three interleaved steps: (1) generate a new extremal
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Fig. 2. The detection is implemented as interleaved enumeration of extremal regions,
computation of incremental features and classification

region, (2) describe the region and (3) classify it. The interleaved computation
is schematically depicted in Figure 2.

Extremal regions are connected components of an image binarised at a certain
threshold. More formally, an extremal region r is a contiguous set of pixels
such that for all pixels p ∈ r and all pixels q from the outer boundary ∂r
of region r either I(p) < I(q) or I(p) > I(q) holds. In [10], it is shown that
extremal regions can be enumerated simply by sorting all pixels by intensity
either in increasing or decreasing order and marking the pixels in the image in
the order. Connected components of the marked pixels are the extremal regions.
The connected component structure is effectively maintained by the union-find
algorithm.

In this process, exactly one new extremal region is formed by marking one
pixel in the image. It is either a region consisting of a single pixel (a local
extremum, a region formed by a merge of regions connected by the marked pixel,
or a region that consisting of union of an existing region and the marked pixels. It
is clear from this view of the algorithm that there are at most as many extremal
regions as there are pixels in the image. The process of enumeration of extremal
regions is nearly linear in the number of pixels 1 and runs at approximately 10
frames per second on 2.5 GHz PC for a 700 × 500 image.

To avoid making the complexity of the detection process quadratic in the
number of image pixels, the computation of region description must not involve
all of its pixels. Fortunately, a large class of descriptors can be computed incre-
mentally in constant time even in the case of a merge of two or more extremal
regions (the other two situations are special cases). Importantly, combinations
of incrementally computable features include affine and scale invariants. Incre-
mentally computable features are analysed in Section 3.

The final step of the CSER detection, the selector of category-specific re-
gions, is implemented as a simple neural network trained on examples of re-
gions - components of the category of interest. The neural network selects rel-

1 The (negligibly) non-linear term is hidden in the ”maintenance of connected com-
ponent structure”.
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evant regions in constant time. The overall process of marking a pixel, recal-
culating descriptors and classifying is thus constant time. The choice of neural
network is arbitrary and any other classifier such as SVM or AdaBoost could
replace it.

3 Incrementally Computable Region Descriptors

In the CSER detection process the descriptors of a connected component that
evolves have to be computed. The evolution has two forms: growing and merging
of regions. It is easy to see that if we can compute the description of a union r1∪r2

of two regions r1 and r2 then we can compute it in each step of the evolution (we
use r. to identify both the region and its set of pixels). The following problem
arises: what image features computed on the union of the regions can be obtained
in constant time from some characterisation g of r1 and r2?

For example, let us suppose that we want to know the second central moment
of the merged region. It is known that the second central moment (moment of
inertia) can be computed in constant time from the first and second (non-central)
moments and first and second (non-central) moments can be updated in the
merge operation in constant time. A region descriptor (feature) φ will be called
incrementally computable if the following three functions exists: a characterising
function g : 2Z2 → Rm, a characterisation update function f : (Rm,Rm) → Rm,
and a feature computation function φ : Rm → Rn, where m is constant, n is the
dimension of the feature and Z2 is the image domain.

For each region, the characterising function g returns the information nec-
essary for computing feature φ in a real vector of dimension m. The dimension
m of the characteristic vector depends on the feature, but is independent of re-
gion size. Given the characterisation returned by g, the n-dimensional feature of
interest (region descriptor) is returned by φ. Function f computes the charac-
terisation of the merged region given the characterisation of the regions r1, r2.
For efficiency reasons, we are looking for features with the smallest characteri-
sation dimension m∗. An incremental feature is a triplet of functions (g∗, f∗, φ∗)
defined as

g∗ = arg min
g

{dim(g(2Z2
))} subject to φ(g(r1 ∪ r2)) = φ(f(g(r1), g(r2))).

Example 1. Minimum intensity I of all pixels in a region is an incrementally
computable feature with dimension m∗ = 1. Given regions r1 and r2 with pixels
ri
1 ∈ r1, r

j
2 ∈ r2, the description of the union regions r1, r2 is

φ(g(r1 ∪ r2)) = 1
︸︷︷︸

φ

. min
︸︷︷︸

f

{min
ri
1∈r1

I(ri
1)

︸ ︷︷ ︸

g(r1)

, min
rj
2∈r2

I(rj
2)

︸ ︷︷ ︸

g(r2)

}

Example 2. The center of gravity (m∗ = 2) of a union of regions r1, r2 with
pixels ri

1, r
j
2 for i = 1...k1, j = 1...k2 is
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φ(g(r1 ∪ r2)) =
1

k1 + k2
︸ ︷︷ ︸

φ

⎛

⎜

⎜

⎜

⎜

⎜

⎝

k1
∑

i=1

ri
1

︸ ︷︷ ︸

g(r1)

+
︸︷︷︸

f

k2
∑

j=1

rj
2

︸ ︷︷ ︸

g(r2)

⎞

⎟

⎟

⎟

⎟

⎟

⎠

.

In this paper we use the following incrementally computable features: normalized
central algebraic moments with m∗ ∼ (k)2 where k is an moment order (calcu-
lation based on algebraic moments), compactness with m∗ = 2 (using the area
and the border), Euler number of a region with m∗ = 2, Entropy of cumulative
histogram with m∗ = 2. Features that we are not able to compute incrementally
are e.g. the number convexities and the area of convex hull.

4 Experiments - Applications and Properties of CSER
Detection

4.1 Text Detection and Properties of CSER

θ\φ 0o 15o 30o 45o

0o 2.6 2.8 2.8 3.0
10o 3.2 3.2 3.2 3.8
20o 3.2 3.6 4.0 7.8
30o 7.6 8.4 15.2 26.5

Fig. 3. (a) False negative rate
(missed characters) as a func-
tion of viewing angles φ (ele-
vation) , θ (azimuth); in per-
centage points

The favorable properties (e.g. bright and affine in-
variance or speed) of CSER detector are demon-
strated in this experiment. We have decided for
text detection problem only of one font to present
mentioned properties of the detector.

The category of texts is modeled as a linear
constellation of CSERs. The feed-forward neu-
ral network for CSER selection was trained by a
standard back-propagation algorithm on approx-
imately 1600 characters semi-automatically seg-
mented from about 250 images acquired in un-
constrained conditions. The region descriptor was
formed by scale-normalised algebraic moments of
the characteristic function up the fourth order,

compactness and entropy of the intensity values. Intentionally, we did not re-
strict the features to be either rotation or affine invariant and let the neural
network with 15 hidden nodes to model feature variability.

The detection of text proceeds in two steps. First, relevant CSER selected
as described above. Second, linear configurations of regions are found by Hough
transform. We impose two constraints on the configurations: the CSER regions
must be formed from more than three regions and the regions involved must
have a similar height.

Detection Rate. On an independent test set of 70 unconstrained images of
scenes the method achieved 98% detection rate with a false positive appearing
in approximately 1 in 20 images.
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Speed. The detection time is proportional to the number of pixels. For a 2.5
GHz PC the processing took 1.1 seconds for a 640× 480 image and 0.25 seconds
for 320 × 240 image.

Robustness to viewpoint change was indirectly tested by the large varia-
tions in the test data where scales of texts differed by a factor of 25 (character
’heights’ ranged from approximately 7-8 to 150 pixels) and were viewed both
frontally and at acute angles. We also performed systematic evaluation of the
CSER detector. Images of texts were warped to simulate a view from a certain
point on the viewsphere. The false negative rates for the CSER detector (missed
character percentages) with approximately 10 false positive regions per back-
ground image are shown in Table 3a). The CSER detector is stable for almost
the whole tested range. Even the 27% false negative at the 30o-45o elevation-
azimuth means that three quarters of characters on the text sign are detected
which gives high probability of text detection.

Robustness to illumination change was evaluated in a synthetic experiment.
Intensity of images taken in daylight was multiplied by a factor ranging from 0.02
to 1. As shown in Figure 4b, the false negative (left) and false positive (right)
rates were unchanged for both the detector of CSER (bottom) and whole text
signs (top) in the (0.1, 1) range! For the 0.1 intensity attenuation, the image has
at most 25 intensity levels, but thresholds still exist that separate the CSERs.
The experiment also suggests that the interleaving of extremal region enumer-
ation, description and classification cannot be simply replaced by detection of
MSERs followed by MSER description and classification.

Robustness to occlusion is a consequence of modeling the object as a config-
uration of local components. Occlusion of some components does not imply the
object is not detected.

Independence of internal classifier is presented by implementation of dif-
ferent classifier. The ROC characteristic in the Fig.4a shows the comparison of
achieved results with built-in neural network and adaboost classifiers. Consider-
ing that detector is originally designed as filter we can see that for acceptable
rate of FP bigger then 15% adaboost provides lower false negative rate then
neural network. In the other hand, achieved results renders detector to be able
to work alone (without any post-processing considering only linear constellation
constraints) and for a such application neural network brings better results in
the interval of FP ≤ FN .

4.2 Text Detection in Unconstrained Conditions

We applied the CSER to the problem of text detection in images for which
standard datasets are available. We used part of the ICDAR03 text detection
competition set maintained by Simon Lucas at the University of Essex [9].

An object from the ’text category’ was modeled as an approximately linear
configuration of at least three ’text-like’ CSERs. The neural network selector
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Fig. 4. (a)The ROC characteristic of the proposed detector comparing results with
built-in neural network and adaboost classifiers.(b) Text detection in images with at-
tenuated intensity

Fig. 5. Text detection results

was trained on examples from the 54 images from Essex (the ifsofa subset) and
200 images of licence plates. Compared to the preceding experiment, the neural
network (again with 15 hidden nodes) has to select CSER corresponding to
letters of much higher variability (different fonts, both handwritten and printed
characters).

The text detector was tested on 150 images from the ryoungt subset of the
Essex data. The false negative rate (missed text) was 8% and 0.45 false positives
were detected per image. No post-filtering of the result with an OCR method
was applied to reduced false positives. Examples of text detection on the ICDAR
Essex set are shown in Figures 1 (top) and 5 (top row).

Further informal experiments were carried out to test insensitivity to lighting
(Figure 1, center and bottom) and occlusion (Figure 5, bottom right). The image
in the bottom left of Figure 5 includes two texts that have different scales and
contrast; both are detected.
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4.3 Face Detection

Extremal regions can be defined in colour images with respect to any ordering
of RGB values. Intensity is just a particular scalar function that orders RGB
values. This section describes and experiment, where human faces are detected
as category-specific extremal regions. In this case, the scalar function is the
likelihood ratio λ(RGB) = P (RGB|skin)/P (RGB|non−skin). The assumption
is that for a face there exists a threshold θ on the likelihood ratio λ separating the
face from the background. As the enumeration of extremal region with respect to
skin likelihood ratio λ(RGB) proceeds, descriptors of the connected component
are passed on to a classifier trained to detect face-like regions.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
Face detection ROC characteristic

FP [%]

F
N

 [%
]

Fig. 6. Face detection:(a) Results and thresholding in the direction of skin probability,
(b) ROC characteristic

Fig. 7. Leopard skin detection; (b) sample results

The results on Caltech Human face (front) dataset are summarized by ROC
characteristic in Fig.6, where false positive rate is normalized with respect to all
extremal regions in the image. In this ROC curve at 99.5% detection rate, only
3.5% of windows have to be verified. The results present detector as rapid region
pre-selector , i.e. weak classifier with false negative rate close to zero.
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4.4 Leopard Skin Detection

The experiment on leopard skin detection shows whether CSERs can support
detection of objects from the given category. We did not attempt to model the
complex and flexible spatial configuration. The neural network was trained on
spots from only four images. The spot-specific CSER detector than processed
a number of images from the WWW. Sample results are shown in the Fig. 7.
The density of CSER is high in the leopard skin area (skin-like area in the case
of the mobile phone) and low elsewhere. The result suggest that learned CSER
may be useful in viewpoint-independent texture detection.

5 Conclusions

We presented a new class of detectors that can be adapted by machine learning
methods to detect parts of objects from a given category. The detector selects
a category-relevant subset of extremal regions. Properties of extremal regions
render the detector very robust to illumination change. Robustness to viewpoint
change can be achieved by using invariant descriptors and/or by modeling shape
variations by the classifier.

The detector was tested in three different tasks (e.g. text detection, face
segmentation or texture detection) with successful results. The task of text de-
tection presents affine and brightness invariance, the experiment of face detection
introduces the ability of detector to process color images by thresholding in the
learnable direction in RGB space and texture detection experiment demonstrates
variability of the proposed detector.

The method can only detect regions that are extremal regions. It is not clear
whether this is a significant limitation. Certainly many objects can be recognised
from suitably locally threshold images, i.e. from extremal regions. Also note that
different extremal sets can be defined by ordering pixels according to totally
ordered quantities other than intensity, e.g. saturation. Efficiency of the method
requires that the CSER are selected on the basis of incrementally computable
features. This restriction can be overcome by viewing the interleaved classifier
as a fast pre-selector in a cascaded (sequential) classification system.
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