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1. Introduction

Unbalanced problems and data, eg.

◆Classes have often unequal frequency. 
◆ Medical diagnosis: 95 % healthy, 5% disease. 

◆ e-Commerce: 99 % do not buy, 1 % buy.

◆ Security: 99.999 % of citizens are not terrorists. 

Similar situation for multiclass classifiers.  Majority 
class classifier can be 99 % correct but useless. 
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• There are mainly two strategies:

• A. re-sampling or under-sampling

By over-sampling (adding repetitive data) for 
the minor class or under-sampling (removing 
data) for the major class, or both

Drawbacks: cause the model to overfit.

A

2. Related Work
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• There are mainly two strategies:

• A. re-sampling or under-sampling

By over-sampling (adding repetitive data) for 
the minor class or under-sampling (removing 
data) for the major class, or both

Drawbacks: cause the model to overfit

• B. cost-sensitive re-weighting

By influencing the loss function by assigning 
relatively higher costs to examples from minor 
classes

Drawbacks: A side effect of assigning higher 
weights to hard examples is the focus on 
harmful samples.

A

B

(refers to Course XP33ROD in CVUT)

2. Related Work
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Definition: 

S: is the feature space  of a specific class 

N: We assume the volume of S is N and N ≥ 1 (the boundary of 
volume )

Then, the expectation of  Effective number (En) is that:

where p is the probability of whether the feature space of  the n-th
sample is inside the volume, if not, the probability is 1-p.

And

Finally,

3. Effective Number of Samples
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Feature Space: 
S1

5

p 1-p

En=2

. . .

. . .

En=3
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Because

Then, set .

E1=1;

E2=1+β*E1=1+β;

E3=1+β*E2=1+β+ β* β;

En-1=1+β*En-2=1+β+ β*β+ β*β*β+…+ β*…*β;

En=1+β*En-1=1+β+ β*β+ β*β*β+…+ β*…*β;

Induction:

3. Effective Number of Samples
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Feature Space: 
S1
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p 1-p

. . .

. . . ... (n-1)-1

(n)-1

Finally,
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4. Class-Balanced Loss

Suppose the number of samples for class i is ni
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5. Experiments

𝑖𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒 𝑓𝑎𝑡𝑜𝑟𝑠 =
𝑁𝑙𝑎𝑟𝑔𝑒𝑠𝑡−𝑐𝑙𝑎𝑠𝑠

𝑁𝑠𝑚𝑎𝑙𝑙𝑒𝑠𝑡−𝑐𝑙𝑎𝑠𝑠
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6. Conclusion and Discussion

 The key idea is to take data overlap into consideration to help quantify the 
effective number of samples. 
◼ (a class-balanced loss to re-weight loss inversely with the effective 

number of samples per class)

 In the future, we plan to extend our framework by incorporating reasonable 
assumptions on the data distribution or designing learning-based, adaptive 
methods.
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