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Self-supervised learning

● Random initialization vs. Pre-training
● Target of self-supervision - learning transferable features
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General Contrastive learning
● Proxy task - Instance discrimination
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● q -  query 
● k+ - Augmented from query original image
● k- - Unmatching image to the query



Conceptual comparison of three mechanisms

● Limited k-dim ● Inconsistent 
encoding

● More consistent 
feature encoding

● Large Memory



● Encodes the keys on-the-fly
● Maintains the queue of keys
● Key encoder update: 

MoCo solution



Comparison on ImageNet
● Pretext task: Instance Discrimination
● Computation: 8 x 32GB GPU

ImageNet classification



Shuffling Batch Normalization
● BN leaks intra-batch information, where positive key is 
● Solution: Shuffle batch for key encoder forward pass

● Dash: Training curve
● Solid: Validation curve

Proxy task accuracy - BN ablation



MoCo Results

● IN-1M 
○ ImageNet pretraining

● IG-1B 
○ Instagram: 1 billion images

Self-supervised methods on ImageNet



Different task results
● MoCo can outperform ImageNet  

supervised pre-training in 7 vision 
tasks

● MoCo in IG-1B setup is consistently 
better than IN-1M
○ Perform well of large-scale and 

uncurated dataset
○ Real-world unsupervised learning 

setup

Table 6: MoCo vs. ImageNet supervised pre-training, fine-tuned on various tasks



MoCo v2

● Improved Baselines with Momentum 
Contrastive Learning

● Combining approach from SimCLR
○ Addition of MLP (projection head) 
○ heavy data augmentation

Backbone
Encoder

128 Dim

z-Dim



Hard Negative Mixing for Contrastive Learning

● "(M)ixing (o)f (C)ontrastive (H)ard 
negat(i)ves - MoCHi

● Synthesizing negative samples in 
representation space on-the-fly

Yannis Kalantidis, et al. NeurlPS 2020

Effect of negatives in one batch on contrastive loss
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Synthesizing of Hard negatives

● Positive query features q, negative features n
● Convex linear combinations of pairs of its “hardest” existing negatives

● Hardest negatives from q
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MoCHi Experiments
● Training a ResNet-50 model on ImageNet 

using 4x V100 GPU take about 6-7 days
● Consistent gains over the MoCo-v2 baseline

Synthesised from query

Hard negatives



Different task results



MoCo and MoCHi Comparison
● MoCHi does not show performance gains over MoCo-v2 for linear 

classification on ImageNet-1K
● Model learn faster with MoCHi and achieves performance gains over 

MoCo-v2 for transfer learning
○ In 200 epochs MoCHi can achieve performance similar to MoCo-v2 after 800 epochs on 

PASCAL VOC

● Performance gains of MoCHi are consistent across multiple configurations
● Both methods outperforms its supervised pre-training counterpart in 7 

detection/segmentation tasks



Summary and conclusion
● Identified the need for harder negatives 
● Provides more generalizable feature representations
● Considerable gains without extensive hyperparameters searches
● These approaches can be implemented on top of any contrastive learning 

loss that involves a set of negatives
● Highly computationally demanding

● Rethinking ImageNet pre-training: K. He, et al.
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