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Code

Proposed Validation Protocol

TL;DR: Validation protocol that works for Single-Source Domain Generalization. Also a SoTA method.
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the same  augmentations What will you gain!

SoTA in 4 datasets!
● A validation protocol for Single-Source Domain 

Generalization that captures the generalization abilities of 
each model while having access only to the source domain

● A Single-Source Domain Generalization method that is 
State-of-The-Art in four popular generalization datasets

Motivation

The only case we need Single-Source Domain Generalization is when we 
have no access to another domain. Assuming access to a second domain for 
validation defeats the purpose of the task.

Question: Is the source validation set useful for generalization as is?
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Single-Source Domain Generalization

Training set Validation set Test sets

Training set Validation set Test sets

Question: Why should we validate on the source domain?

Answer: If we had access to a second domain we would have used it for 
training as well. That is multi-source domain generalization and the 
“leave-one-domain-out cross validation” is a valid option

?
Validation set Test sets

10 groups of 76 kinds 
of augmentations

Augmented ValAugmented Train

Augmented ValAugmented Train

Augmented Train

Mini-DomainNet - ResNet18
PACS - ResNet18PACS - AlexNet

Camelyon17 - ResNet50 Digits - LeNet


