
Errata to paper [1]

• Equation (5) should be changed from

∀A ∈ E, v ∈ V, xv ∈ Xv: (A, {v}, xv) ∈ J

to
∀A ∈ E, v ∈ A, A 6= {v}, xv ∈ Xv: (A, {v}, xv) ∈ J

• Equation (22) should read

max
xV \{v}

θϕV (xV ) = max
xV \{v}

[
θV (xV ) +

∑
u∈V

ϕV,u(xu)
]

Similarly, the previous equation should read

max
xV \A

[
θV (xV ) +

∑
v∈V

ϕV,v(xv) +
∑

vv′∈E

ϕV,vv′(xv, xv′)
]

• Four lines under equation (23), the expression

{ϕV,v −max
x 6=x̄

ϕV,v(x̄) | v ∈ V }

should be replaced with

{ϕV,v(x̄)−max
x 6=x̄

ϕV,v(x) | v ∈ V }

• I said that a CSP σ satisfying Equation (12) is arc consistent. This is
not entirely precise, it is actually as follows. (Generalised) arc consistency
occurs in the special case when J ⊂ I(E) satisfies Equation (5). If J =
I(E), σ is pairswise consistent [1]. If J ⊂ I(E) is general, we get a form
of local consistency that does not have a name.

• Theorem 2 contains a mistake because I did not realize that an equiva-
lent transformation preserves supermodularity only if it is done on a pair
(A, {v}) with v ∈ A (i.e., hyperedge-singleton). Therefore, the condition
of the theorem should be that J contains the elements defined by (5) but
no more elements. Nevertheless, I strongly believe that the theorem holds
true even in the current state.

This mistake has been fixed in a later version [2] of the paper, see foot-
note 8 therein.
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